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I. Introduction

Over the past two decades, clusters containing cubane-derived
[Fe3S4] cores have become established as a distinct class of physiologi-
cally relevant iron–sulfur centers. During this period, our under-
standing of the diverse roles and properties of biological iron–sulfur
clusters has greatly proliferated (1–4) and the rich cluster conversion
chemistry, redox, and electronic properties of [Fe3S4] clusters have be-
come a paradigm for understanding the properties of iron–sulfur clus-

1
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2 JOHNSON, DUDERSTADT, AND DUIN

ters in general. In many ways the discovery and characterization of
[Fe3S4] clusters is one of the classic stories in bioinorganic chemistry
and an excellent case study for students new to this area. In particu-
lar it serves to demonstrate the power of a multidisciplinary approach
incorporating X-ray crystallography, the full armory of biophysical
spectroscopic methods, molecular biology, and synthetic inorganic
chemistry.

The class of Fe–S proteins containing 3Fe clusters was reviewed (5)
soon after their discovery, and before the structure and physiological
relevance had been definitively established. However, this excellent
review posed the right questions and stimulated much of the research
described herein. The objective of this review is to summarize the
current understanding of the structural, electronic, and redox proper-
ties of biological and synthetic [Fe3S4] and heterometallic [MFe3S4]
clusters. Throughout, the relevance to structure–function relations of
iron–sulfur clusters, in general, and the major unresolved issues con-
cerning [Fe3S4] clusters, in particular, are emphasized. If this review
stimulates anything like the level of interest and research that re-
sulted from the Beinert and Thomson review (5), it will have served
its purpose.

II. Historical Perspective

The discovery of Fe–S clusters containing 3Fe atoms in 1980 re-
sulted from Mössbauer studies of Azotobacter vinelandii 7Fe ferre-
doxin (FdI) (6) and Desulfovibrio gigas FdII (7) and the X-ray crystal-
lographic studies of A. vinelandii FdI (8). Although the Mössbauer
data and analysis have withstood the test of time, the same cannot
be said for the initial interpretation of the structure of the cluster in
A. vinelandii FdI at 2.5 Å resolution. One of the clusters was correctly
modeled as a cubane [Fe4S4] center, whereas the other was erron-
eously modeled as containing an almost planar cyclic [Fe3S3] core with
Fe–Fe distances of 4.1 Å (8, 9). The first clue as to the correct struc-
ture came from variable-temperature magnetic circular dichroism
(VTMCD) studies which revealed that 3Fe clusters can be formed via
oxidative degradation of cubane-type [Fe4S4] clusters in a bacterial
8Fe ferredoxin (Fd) (10). This result was subsequently confirmed by
resonance Raman (11) and Mössbauer (12) studies of bacterial 8Fe
and 4Fe Fds and lead to speculation that some or all of the 3Fe clus-
ters found in proteins were artifacts of oxidative degradation of
[Fe4S4] clusters (5). Taken together with the reports that the 3Fe clus-
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ter in aerobically purified aconitase could be reductively converted to
[Fe4S4] clusters by addition of ferrous ion (13) and of interconversion
between 3Fe and [Fe4S4] clusters in D. gigas FdII (14), this suggested
a structure derived from and closely related to a cubane-type [Fe4S4]
cluster.

More direct challenges to the crystallographically deduced struc-
ture came from analytical and spectroscopic studies of proteins con-
taining a single 3Fe cluster as the sole prosthetic group. Careful iron
and inorganic sulfide analysis of the aerobically purified, inactive
form of aconitase indicated a [Fe3S4] core stoichiometry (15). X-ray
absorption fine structure (EXAFS) studies of D. gigas FdII (16) and
inactive aconitase (15) showed average Fe–Fe distances of 2.7 Å, that
is 1.4 Å shorter than in the crystallographically deduced structure.
Resonance Raman studies of a range of 3Fe-containing Fds including
D. gigas FdII and A. vinelandii FdI pointed to a common [Fe3S4] core
in both the solution and crystalline states (17). The uncertainty over
the cluster stoichiometry and structure was reflected by the use of
[3Fe–xS] or [Fe3Sx] in many publications during the 1980s. Resolution
of the conflicting structural information on 3Fe clusters finally came
in 1988 with the reinvestigation of A. vinelandii FdI crystal structure
(18) and the publication of the D. gigas FdII crystal structure at 1.7 Å
resolution (19). Both structures indicated a [Fe3S4] core stoichiometry
with a Fe3(�3-S)(�2-S)3 structure that is best visualized as a cubane
cluster minus one Fe.

In the early 1980s, the combination of EPR, Mössbauer, and
VTMCD studies demonstrated that biological 3Fe clusters undergo
one-electron redox cycling between S � 1/2 [Fe3S4]� and S � 2 [Fe3S4]0

states (6, 7, 10, 13, 20, 21). The unique magnetic and electronic prop-
erties in both oxidation states facilitated spectroscopic identification
of analogous clusters in a wide range of enzymes and proteins. In
addition to numerous ferredoxins, stoichiometric amounts of [Fe3S4]�,0

clusters were identified in several enzymes: succinate dehydrogenase
(22), fumarate reductase (23), nitrate reductase (24), glutamate syn-
thase (25), and NiFe-hydrogenases (26, 27). Since it was clear that
the [Fe3S4] clusters in aconitase and many ferredoxins were artifacts
of oxidative degradation of [Fe4S4] clusters, the physiological rele-
vance of these clusters became a major issue. This question was first
addressed by EPR studies of whole cells of Escherichia coli with am-
plified expression of fumarate reductase that showed that the
[Fe3S4]�,0 cluster is indeed an intrinsic component of the enzyme in
vivo (28). On the basis of primary sequence data, inability to effect
[Fe3S4] to [Fe4S4] cluster conversions and/or crystallographic and
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whole cell EPR data, [Fe3S4]�,0 clusters are now considered to be in-
trinsic redox components of each of these enzymes and of many 3Fe
and 7Fe Fds.

The electronic and magnetic properties of [Fe3S4]�,0 clusters have
also provided the groundwork for understanding intracluster spin
coupling and valence delocalization in Fe–S clusters in general. Möss-
bauer spectroscopy played the crucial role in this endeavor by reveal-
ing a valence delocalized Fe2.5�Fe2.5� pair in [Fe3S4]0 clusters (7, 29).
This led to the recognition that spin-dependent delocalization (SDD),
in addition to the conventional Heisenberg–Dirac–van Vleck (HDvV)
exchange, is required to explain the complex ground- and excited-
state properties of Fe–S clusters and the development of spin cou-
pling models to explain the S � 1/2 and 2 ground states of the oxi-
dized and reduced [Fe3S4]�,0 clusters, respectively (29, 30). Further
insight into the electronic, magnetic, and redox properties of Fe–S
clusters, as well as information on the site-specific properties of cu-
bane clusters, has come from the preparation of heterometallic cu-
bane clusters [MFe3S4] by incorporation of the heterometal, M, in the
vacant coordination site of a [Fe3S4] cluster. Following the pioneering
work of Münck, Moura, and co-workers to form heterometallic
[ZnFe3S4], [CdFe3S4] and [CoFe3S4] clusters in D. gigas FdII (31–33),
a wide range of heterometallic [MFe3S4] clusters (M � Zn, Cd, Co, Cr,
Mn, Ni, Cu, Tl) have now been prepared and characterized in bacte-
rial and archaeal Fds (34–41).

Proteins containing 3Fe clusters have proven to be a particularly
fertile area for studying cluster conversions. In addition to the well-
established [Fe3S4] } [Fe4S4] interconversions, which occur particu-
larly readily in proteins such as aconitase, Pyrococcus furiosus Fd,
and Desulfovibrio africanus FdIII that contain site-differentiated
[Fe4S4] clusters (13, 42, 43), inactive aconitase has also been shown to
undergo an irreversible alkaline transition to yield a protein con-
taining a linear [Fe3S4]� cluster with an S � 5/2 ground state (44, 45).
More recently, a new type of reversible cluster conversion between
S � 1/2 and 5/2 [Fe3S4]� clusters has been proposed in a variant form
of P. furiosus Fd containing an additional cysteine residue in close
proximity to the cluster (46).

Synthetic analog clusters have played a pivotal role in development
of Fe–S cluster biochemistry. Indeed, the synthesis and characteriza-
tion of clusters with [Fe2(�2-S)2], [Fe4(�3-S)4], and linear [Fe3(�2-S)4]
cores by Holm and co-workers (47, 48) were crucial in establishing the
properties of these clusters and identifying these types of centers in
biological systems. However, the synthesis of a cluster with the physi-
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ologically relevant cuboidal [Fe3S4] core proved to be particularly chal-
lenging. Holm and co-workers were finally successful in 1995 (49),
and detailed accounts of the structure and properties of a synthetic
cluster with a [Fe3S4]0 core (50) and the metal ion incorporation reac-
tions (51) appeared shortly thereafter. In addition to providing the
first detailed metrical assessment of this type of cluster, the valence
delocalization scheme and S � 2 ground state were shown to be an
intrinsic property of a [Fe3S4]0 cluster as opposed to being a conse-
quence of the protein environment.

III. Occurrence and Function

The enzymes and proteins containing [Fe3S4] clusters as intrinsic
prosthetic groups are summarized in Table I, along with the pros-
thetic group composition and range of redox potentials for the
[Fe3S4]�,0 couple. This tabulation illustrates that [Fe3S4] clusters are

TABLE I

ENZYMES AND PROTEINS CONTAINING INDIGENOUS [Fe3S4] CLUSTERS

Em([Fe3S4]�,0)
Protein/Enzyme Source Function Prosthetic groups (mV)a Refs.

Ferredoxin
3Fe Bacteria/Archaea Electron transport [Fe3S4]�,0 �130 to �200 52
7Fe Bacteria/Archaea Electron transport/ [Fe3S4]�,0; [Fe4S4]2�,� �140 to �460 52

Redox sensing
Succinate dehydrogenase Mitochondria and Succinate � Q � [Fe2S2]2�,�; [Fe3S4]�,0; �90 to �30 53, 54

(Succinate:Q oxidore- aerobic bacteria Fumarate � [Fe4S4]2�,�; FAD;
ductase) QH2 1-2Cyt b

Fumarate reductase Anaerobic bacteria Fumarate � MQH2 [Fe2S2]2�,�; [Fe3S4]�,0; �20 to �70 53, 54
(MQH2:fumarate re- � Succinate � [Fe4S4]2�,�; FAD;
ductase) MQ (Cyt b)

Nitrate reductase (respi- Aerobic bacteria NO�
3 � QH2 � 3[Fe4S4]2�,�; [Fe3S4]�,0; �60 24, 55

ratory) NO�
2 � Q Mo-cofactor

(QH2:nitrate re-
ductase)

Glutamate synthase
NAD(P)H-dependent Plants, bacteria Glutamine � 2- [Fe3S4]�,0; 2[Fe4S4]2�,�; n.d. 56

oxoglutarate � FMN; FAD
NAD(P)H � 2
glutamate �

NAD(P)
Ferredoxin-dependent Chloroplasts Glutamine � 2- [Fe3S4]�,0; FMN �170 to �225 25

oxoglutarate � 57, 58
2Fdox � 2 gluta-
mate � 2Fdred

NiFe-hydrogenase Bacteria H2 � 2H� � 2e� [Fe3S4]�,0; 2[Fe4S4]2�,�; �70 59
NiFe center

a Versus NHE at pH 7; n.d., not determined.
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found as electron transfer catalysts in each of the three kingdoms of
life, eukarya, archaea, and bacteria. However, in contrast to the more
ubiquitous [Fe2S2] and [Fe4S4] clusters (1–4), all the available evi-
dence indicates that biological [Fe3S4] clusters are ligated exclusively
by cysteine residues and function in electron transfer and/or redox
sensing regulatory roles.

A. FERREDOXINS

On the basis of the available structural data, evidence has accumu-
lated for a common ancestral 8Fd with two [Fe4S4] clusters for both
monocluster (3Fe and 4Fe) and dicluster (7Fe and 8Fe) Fds. The evo-
lutionary aspects of Fds have been discussed in detail in several re-
views (52, 60) and the arguments will not be repeated here. It is worth
noting, however, that the higher potential [Fe3S4]�,0 clusters are be-
lieved to have evolved from their low potential [Fe4S4]2�,� counterparts
in order to facilitate higher potential electron transport processes.

1. 3Fe Ferredoxins

There are only a handful of examples of Fds containing a single
[Fe3S4] cluster and in each case the cluster is coordinated by two cys-
tines in a -C–X2–X–X2–C- arrangement with a more remote -CP- pro-
viding the third cysteine ligand (52). In the two best-characterized
examples, D. gigas FdII (19, 61) and P. furiosus Fd (42), X is C and
D, respectively, and these residues coordinate the removable Fe in
the [Fe4S4] forms of these Fds (62, 63). Indeed, D. gigas is remarkable
in that different oligomeric forms of the same ferredoxin polypeptide
accommodate different Fe–S clusters; FdI is a trimer with one
[Fe4S4]2�,� per subunit (Em � �450 mV), whereas FdII is a tetramer
with one [Fe3S4]�,0 per subunit (Em � �130 mV) (60, 64). The physio-
logical significance of the 3Fe form and of the interconversion between
FdII and FdI in D. gigas have been the subject of much debate (60),
but are still unresolved issues. Anaerobically purified P. furiosus Fd
is a monomer (Mr � 7,500) containing a single [Fe4S4]2�,� cluster
(Em � �370 mV), but the aspartyl-coordinated Fe is readily removed
by chemical oxidation with ferricyanide to yield a [Fe3S4]�,0 cluster
(Em � �200 mV) (42, 65). Kinetic analyses indicate that the [Fe4S4]-con-
taining form is optimal for accepting electrons from pyruvate oxidore-
ductase and donating electrons to ferredoxin : NADP oxidoreductase in
P. furiosus (65). Hence, the possibility of a physiological role for the
[Fe3S4] form of P. furiosus Fd seems remote at this point in time. It is,
however, interesting to note that both P. furiosus Fd and D. gigas FdII
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have redox active disulfides (66, 67), and the possibility that the [Fe3S4]
clusters are involved in some hitherto undefined redox function involv-
ing these disulfides cannot be excluded at this stage.

The only clearcut examples of 3Fe Fds that are likely to be phys-
iologically relevant are those associated with the sulfonylurea
herbicide-inducible monooxygenase system of Streptomyces griseolus
(68). Two ferredoxins, Fd-1 and Fd-2 (both Mr � 7 kDa), have been
purified from sulfonylurea herbicide-induced S. griseolus, and each
was shown to contain a single [Fe3S4]�,0 cluster on the basis of analyti-
cal and spectroscopic studies. The genes for these ferredoxins were
located just downstream from each of the two inducible cytochrome
P450 enzymes, and either protein was found to restore sulfonylurea
monooxygenase activity to an aerobic mixture of NADPH, spinach fer-
redoxin : NADP oxidoreductase, the purified cytochrome P450, and the
herbicide substrate. One of the ferredoxins, Fd-1, has only three cys-
teines, and both ferredoxins have the customary cysteine motif for
ligation of a [Fe3S4] cluster with alanine in place of the cysteine or
aspartate that ligates the fourth iron (X � A), that is, -C–X2–A–X2–
C---CP- for Fd-1 and -C–C–X–A–X2–C---CP- for Fd-2.

2. 7Fe Ferredoxins

Approximately 20 7Fe Fds have been purified to homogeneity, and
a summary of the redox properties, sequence type, and key character-
ization or sequence references is presented in Table II. Although spe-
cific electron transfer functions are known in only a few cases, se-
quence data and/or whole cell EPR studies suggest that these Fds
contain [Fe3S4]�,0 and [Fe4S4]2�,� clusters in vivo. The redox potential
of each cluster varies over a wide range (Em � �140 to �460 mV for
the [Fe3S4]�,0 couple and Em � �410 to �715 mV for the [Fe4S4]2�,�

couple), with the tetranuclear cluster invariably having the lower po-
tential. In cases where a specific redox function has been identified,
only the [Fe3S4]�,0 cluster undergoes redox cycling under physiologi-
cal conditions.

On the basis of primary sequence considerations, 7Fe Fds
can be subdivided into at least two major classes. The first class
(Azotobacter-type) is typified by the structurally characterized A.
vinelandii FdI (18, 69, 123, 124) and has two groups of coordinating
cysteine residues with consensus sequences of -C–X2–X–K–X3–C–
X3–C–P–V- and -C–X2–C–X2–C–X3–C–P- for the first and second
groupings, respectively. The C and C residues ligate the [Fe3S4] and
[Fe4S4] clusters, respectively, and the X residue is C, V, T, or E; see
Table II. In addition to the anomalous arrangement of cysteine resi-
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TABLE II

PROPERTIES OF 7Fe FERREDOXINS

Em[Fe3S4]�,0 Em[Fe4S4]2�,�

Source/name Sequence typea (mV vs NHE) (mV vs NHE) Refs.

Azotobacter vinelandii FdI A-type (X � C) �425 (pH 7.8) �650 (pH 7.8) 6, 69–74
Azotobacter chroococcum FdI A-type (X � C) �460 (pH 8.3) �645 (pH 8.3) 75, 76
Pseudomonas stutzeri 7Fe Fd A-type (X � C) 77
Pseudomonas ovalis 7Fe Fd A-type (X � C) 78–81
Pseudomonas nautica 7Fe Fd A-type (X � C) �175 (pH 7.6) �715 (pH 7.6) 82
Rhodobacter capsulatus FdII A-type (X � C) 83–87
Rhodospirillum rubrum FdII A-type (X � C) 88
Rhodopseudomonas palustris Unknown �260 (pH 8.0) �560 (pH 8.0) 89, 90

7Fe Fd
Thermus thermophilus 7Fe Fd A-type (X � V) �250 (pH 9.0) �530 (pH 9.0) 70, 79, 81, 91–94
Mycobacterium smegmatis 7Fe Fd A-type (X � V) �435 95–98
Streptomyces griseus 7Fe Fd A-type (X � V) � �400 � �500 99, 100
Bacillus schlegelii 7Fe Fd A-type (X � T) 101–105
Bacillus acidocaldarius 7Fe Fd A-type (X � E) 106
Desulfovibrio africanus FdIII D-type (X � E) �140 (pH 7.5) �410 (pH 7.5) 43, 107, 108
Desulfovibrio vulgaris Miyazaki FdI D-type (X � E) �40, �140, �310 (pH 7.7)b �440 (pH 7.7) 109–111
Sulfolobus sp. Strain 7 7Fe Fd D-type (X � P) �280 (pH 7.0) �530 (pH 7.0) 112–115
Thermoplasma acidophilum 7Fe Fd D-type (X � P) 116
Sulfolobus acidocaldarius 7Fe Fd D-type (X � P) �275 (pH 6.4) �529 (pH 6.4) 117–119
Desulfurolobus ambivalens 7Fe Fd D-type (X � P) �270 (pH 7.5) �540 (pH 7.0) 120, 121
Pyrobaculum islandicum 7Fe Fd P-type 122

a A-type � Azotobacter-type; –C–X2–X–K–X3–C–X3–C–P–V– and –C–X2–C–X2–C–X3–C–P– consensus sequence in regions
of cluster coordinating residues; D-type � Desulfovibrio-type; –C–X2–D–X2–C–X3–C–P–V– and –C–X2–C–X2–C–X3–C–X– con-
sensus sequence in region of cluster coordinating residues C and C residues ligate the [Fe3S4] and [Fe4S4] clusters, respectively,
for A-type and D-type); P-type � Pyrobaculum-type; –C–X2–C–X2–C–X3–C–P– and –C–X2–D–X2–C–X3–C–P–V– arrangement
of cysteines, but the specific cysteines ligating each cluster have still to be determined.

b EPR redox titrations indicate heterogeneity in the [Fe3S4] center.

dues, Azotobacter-type 7Fe Fds have a 30- to 50-residue C-terminal
extension compared to clostridial 8Fe Fds, resulting in Mr of approxi-
mately 12,700.

Ferricyanide oxidation of Azotobacter-type 7Fe Fds generally leads
to degradation of the [Fe4S4] cluster, with an [Fe3S4] intermediate be-
ing observed in some cases, such as Pseudomonas ovalis (79), Thermus
thermophilus (79), and Mycobacterium smegmatis (79, 97). Since the
[Fe3S4] cluster does not undergo facile [Fe3S4] to [Fe4S4] cluster conver-
sion under reducing conditions, it is generally considered to be an
intrinsic redox active component rather than artifact of aerobic isola-
tion. Moreover, in the X-ray crystal structure of A. vinelandii FdI (18,
69), the nonconserved cysteine, X, is moved out of range for ligating
a fourth Fe site by the insertion of two additional residues between
the second and third cysteines of the -C–X2–C–X2–C- motif that cus-
tomarily ligates [Fe4S4] clusters in 4Fe and 8Fe Fds (52). Neverthe-
less, for Azotobacter-type 7Fe Fds with X � C, conditions have been
found to effect at least partial [Fe3S4] to [Fe4S4] conversion under re-
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ducing conditions in the presence of Fe(II) ion, such as in A. vinelandii
(125) and in Azotobacter chroococcum (75), and there is an uncon-
firmed report that A. vinelandii FdI can be reconstituted from apo-
protein as an 8Fe Fd (126).

Relatively little is known about the physiological function of
Azotobacter-type Fds. The most clearcut case for a specific function
can be made for S. griseus 7Fe Fd (99). This 7Fe Fd is induced along
with cytochrome P450 by adding soybean flour to the medium and
can act as an electron donor to the inducible cytochrome P450 in vitro.
The [Fe3S4]�,0 couple in the 7Fe Fd from the thermophilic hydrogen-
oxidizing bacterium Bacillus schlegelii has been shown to be func-
tional in mediating electron transfer to cytochrome c from
NADPH : ferredoxin reductase (103). The roles of the 7Fe Fds in nitro-
gen-fixing and photosynthetic bacteria have been addressed by as-
sessing the consequences of disrupting the genes encoding for these
proteins in A. vinelandii (127) and Rhodobacter capsulatus (83). The
resulting A. vinelandii strain had no obvious phenotype with respect
to cell growth, but a regulatory role for FdI was implicated by the
observation of dramatically elevated levels of NADPH : ferredoxin re-
ductase (128). Since this enzyme specifically binds FdI, they are likely
to be redox partners in vivo (129). Moreover, the most recent results
strongly suggest that the specific function of FdI is to serve as a redox
sensor that regulates the expression of of NADPH : ferredoxin reduc-
tase via inactivation of an oxidative stress response system (128, 130).
In contrast to A. vinelandii, disruption of the gene encoding for FdII
in R. capsulatus resulted in no growth even under conditions that
derepress the expression of the other three Fd genes (83), indicating
some type of specialized physiological function that is indispensable
for the bacterium.

The second class (Desulfovibrio-type) is typified by Desulfovibrio af-
ricanus FdIII and has two groupings of cysteine residues with consen-
sus sequence -C–X2–D–X2–C–X3–C–P–V- and -C–X2–C–X2–C–X3–
C–X-. Once again the C and C residues ligate the [Fe3S4] and [Fe4S4]
clusters, respectively, and the X residue is E for the examples from
sulfate-reducing bacteria and P in the examples from thermoacido-
philic archaea; see Table II. The two examples from sulfate-reducing
bacteria, that is, D. africanus FdIII and Desulfovibrio vulgaris Miya-
zaki FdI, have Mr � 6,600 and primary sequences similar to those of
clostridial type 8Fe Fds (107, 110). However, the primary structures
of 7Fe Fds from the thermophilic archaea Sulfolobus sp. strain 7, Sul-
folobus acidocaldarius, Desulfolobus ambivalens, and Thermoplasma
acidophilum are distinct for those of the sulfate-reducing bacteria in
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two regions. They each have an �40-residue N-terminal extension
that contains a Zn(II) ion tetrahedrally coordinated by three histi-
dines and one aspartate and an �10-residue insertion in the middle
of the polypeptide chain, resulting in Mr � 11,500 (131). On the basis
of the crystal structure of a 6Fe (2x[Fe3S4]) form of Sulfolobus sp.
strain 7 (114, 131), it seems likely that the zinc ion plays an important
role in stabilizing the structure by connecting the N-terminal exten-
sion and the core fold.

The [Fe3S4] clusters in D. africanus FdII and D. vulgaris FdI both
undergo facile conversion to [Fe4S4] clusters on addition of Fe(II) ion
under reducing conditions (43, 111). The resulting S � 3/2 [Fe4S4]�

clusters have properties very similar to those of the [Fe4S4] cluster in
P. furiosus Fd (42, 63), suggesting that the incorporated Fe is ligated
by the aspartate that replaces the cysteine in the conventional 4Fe
and 7Fe Fd sequences. There have been no reports thus far of
analogous reductive [Fe3S4] � [Fe4S4] cluster conversion for any
of the 7Fe Fds from thermophilic archaea. However, on the basis of
results obtained with Sulfolobus 7Fe Fd (114, 115), this group of 7Fe
Fds is likely to readily undergo aerial oxidative [Fe4S4] � [Fe3S4]
degradation at pH 5 to yield stable 6Fe Fds containing 2 [Fe3S4]
clusters.

In vitro studies suggest that D. vulgaris Miyazaki FdI is an electron
carrier in the phosphoroclastic reaction involving pyruvate dehydro-
genase and the hydrogenase–cytochrome c3 system (109). No specific
role has been proposed for D. africanus FdIII, and there is no direct
evidence that the [Fe3S4]-containing form is the physiologically rele-
vant form of either of the 7Fe Fds isolated from sulfate-reducing bac-
teria. Strong evidence that [Fe3S4]-containing forms of the 7Fe Fds
from thermophilic archaea are present in vivo has come from whole-
cell EPR studies of protein from D. ambivalens (120). Moreover, the
[Fe3S4]� cluster of purified D. ambivalens Fd is able to accept electrons
from the pyruvate oxidase and NADH oxidase isolated from this or-
ganism. A role in 2-oxoacid oxidation for the 7Fe Fds of thermophilic
archaea was first proposed based on studies of Sulfolobus 7Fe Fd
(132) and subsequent studies have shown that only the higher poten-
tial [Fe3S4]�,0 cluster is reduced at the physiological pH during steady-
state turnover of the purified 2-oxoacid : ferredoxin oxidoreductase at
50�C (112).

Very recently a new type of 7Fe Fd (Mr � 12,000) has been purified
from the hyperthermophilic archaeon Pyrobaculum islandicum (122).
The protein has a C-terminal extension, as in A. vinelandii FdI, but
the overall sequence homology between these two Fds is low, and the
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arrangement of cysteines -C–X2–C–X2–C–X3–C–P- and -C–X2–D–
X2–C–X3–C–P–V- (P-type, see Table II) suggests that the [Fe3S4] clus-
ter is ligated by the last cysteine of the first motif and the first and
second cysteines of the second motif, that is, the opposite arrange-
ment to that encountered in all 7Fe Fds investigated thus far. The Fd
was rapidly reduced by the 2-oxoglutarate : ferredoxin oxidoreductase
isolated from the same organism, indicating a role as an electron ac-
ceptor for redox enzymes involved with glycolytic metabolism.

B. SUCCINATE DEHYDROGENASE AND FUMARATE REDUCTASE

Succinate dehydrogenases and fumarate reductases constitute a
large group of iron–sulfur flavoenzymes with very similar catalytic
and physical properties (53, 54, 133). Succinate dehydrogenase is pres-
ent in aerobic organisms as a membrane-bound component of the re-
spiratory chain (Complex II of the mitochondrial respiratory chain).
As a tricarboxylic cycle enzyme, it catalyzes the oxidation of succinate
to fumarate and transfers electrons to the quinone pool for oxygen
reduction and energy transduction. Fumarate reductase catalyzes the
reverse reaction in anaerobic organisms and is the terminal enzyme
in the anaerobic electron transport chain when fumarate is utilized
as the respiratory oxidant. Both enzymes have a hydrophilic catalytic
domain that consists of a flavoprotein (Mr � 70,000) containing cova-
lently bound FAD and iron-sulfur protein (Mr � 27,000) containing
[Fe2S2]2�,�, [Fe4S4]2�,�, [Fe3S4]�,0 clusters (Centers 1, 2, and 3, respec-
tively). The catalytic domain is attached to the membrane by one or
two hydrophobic subunits that usually contain one or two b-type cyto-
chromes.

The first suggestion that succinate dehydrogenase contained a
[Fe3S4] cluster came from the magnetic field dependence of the linear
electric field on the EPR spectrum of air-oxidized bovine heart Com-
plex II (134). This was confirmed by identification of the unique
VTMCD properties of the [Fe3S4]0 clusters in dithionite-reduced solu-
ble succinate dehydrogenase preparations from bovine heart mito-
chondria (22) and in dithionite-reduced samples of the cytochrome b
deficient four-subunit complex and soluble form of fumarate reductase
from E. coli (23). The inability to effect [Fe3S4] to [Fe4S4] cluster con-
version under reducing conditions by addition of Fe(II) ion (22, 23),
coupled with observation of the characteristic EPR signal of the
[Fe3S4]� cluster in whole cells of E. coli with amplified expression of
fumarate reductase (28), provided strong evidence that the [Fe3S4]�,0

cluster in these enzymes was an intrinsic redox active component
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rather than an isolation artifact. As indicated later, this conclusion
has subsequently been confirmed by primary sequence and mutagene-
sis data and the [Fe3S4]�,0 cluster has been shown to play an intrinsic
role in mediating electron transfer to or from the quinone/quinol.

Mutagenesis studies of E. coli fumarate reductase have identified
the cysteines ligating each of the three clusters in the iron–sulfur
protein subunit (135–137), and the three cysteines involved with li-
gating the [Fe3S4] cluster are conserved in all fumarate reductases
and succinate dehydrogenases sequenced thus far. The primary se-
quences of the iron–sulfur protein subunit of 14 succinate dehydroge-
nases and 6 fumarate reductases from a variety of eukarya and bacte-
ria are currently available in the Swiss Protein data base, and the
[Fe3S4] and [Fe4S4] clusters are ligated by the second and third groups
of cysteines in an arrangement similar to that found in 7Fe Fds, that
is, -C–X2–C–X2–C–X3–C–P- and -C–X2–X–X2–C–X3–C–P- with the
C and C residues ligating the [Fe3S4] and [Fe4S4] clusters, respec-
tively. Support for the proposal that the [Fe3S4] cluster is not an isola-
tion artifact comes from the observation that the residue capable of
ligating a removable Fe by analogy with 4Fe and 8Fe Fds, X, is usu-
ally a noncoordinating residue such as I, V, L or A. Three lines of
evidence point to a direct role for the [Fe3S4]�,0 cluster in mediating
electron transfer to or from the quinone/quinol pool. First, the redox
potential of the [Fe3S4]�,0 couple is commensurate with a role as a
ubiquinone/menaquinone oxidoreductase. In succinate dehydroge-
nases using ubiquinone (Em � �65 mV) as the electron acceptor, the
[Fe3S4]�,0 cluster has a midpoint potential between �60 and �90 mV,
whereas in fumarate reductases using menaquinol (Em � �74 mV)
as the electron donor, the midpoint potential is between �70 and
�20 mV; see Table I. Second, soluble preparations of succinate dehy-
drogenase that are deficient in the [Fe3S4] cluster are not able to medi-
ate electron transfer to ubiquinone in reconstitution experiments (22).
Third, conversion of the [Fe3S4]�,0 cluster (Em � �70 mV) to a lower
potential [Fe4S4]2�,� cluster (Em � �350 mV) in E. coli fumarate reduc-
tase, via X � V to C site-directed mutagenesis, results in a marked
decrease in both the growth rate under conditions requiring a func-
tional fumarate reductase and the catalytic activity using menaquinol
as electron donor (137). A related study with B. subtilis succinate
dehydrogenase showed that the X � S to C mutation did not effect
[Fe3S4] to [Fe4S4] conversion in this enzyme (138), but did result in
substantially impaired quinone reductase activity, adding further
support to a role for the [Fe3S4]�,0 cluster in mediating electron trans-
fer to quinone. Furthermore, there is now an example of an archaeal
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succinate dehydrogenase complex from Sulfolobus acidocaldarius
with X � C that appears to have a [Fe4S4] cluster in place of the
[Fe3S4] cluster on the basis of EPR studies and has poor activity with
the caldariella quinone, the physiological acceptor (139).

C. NITRATE REDUCTASE

When E. coli is grown anaerobically with nitrate as the respiratory
oxidant, it develops a respiratory chain terminated by a membrane-
bound quinol : nitrate oxidoreductase (NarGHI) that reduces nitrate
to nitrite. The enzyme is a heterotrimer comprising a Mo-cofactor-
containing catalytic subunit (NarG; 139 kDa), an Fe–S cluster-
containing electron transfer subunit (NarH; 58 kDa), and a heme-
containing membrane anchor subunit (NarI; 26 kDa) (140). The
presence of a single [Fe3S4]�,0 cluster in addition to multiple
[Fe4S4]2�,� clusters was first established on the basis of EPR and
VTMCD studies of the oxidized and reduced forms of the two subunit
(NarGH) soluble enzyme (24). More detailed EPR studies coupled
with extensive mutagenesis experiments have identified the redox
properties, subunit location, and ligation of the [Fe3S4]�,0 cluster
(Em � �60 mV) and the three [Fe4S4]2�,� clusters (Em � �80, �200,
and �400 mV) (55, 141). All four clusters are located in the NarH
subunit and coordinated by cysteine residues in Fd-like arrange-
ments, that is, -C–X2–C–X2–C–X3–C-, except that the third group of
cysteines, which is responsible for two of the ligands to the [Fe3S4]
cluster, has W in place of the second C. Hence, the sequence data
argues strongly in favor of the [Fe3S4]�,0 center being an intrinsic re-
dox component of the enzyme in vivo, and it has not been possible to
assemble a [Fe4S4] cluster in this site even in the W to C mutant
(142). Rather, mutagenesis experiments involving selective removal
of individual centers point to a crucial role for the two high-potential
clusters in mediating electron transfer from the quinol to the Mo co-
factor active site (141–144). Although E. coli nitrate reductase is
closely related to several other Mo-containing oxidoreductases, such
as E. coli formate dehydrogenase (FdnGHI) (145), Wolinella succino-
genes polysulfide reductase (PsrABC) (146), and E. coli dimethyl sulf-
oxide reductase (DmsABC) (147), each of these enzymes has four
[Fe4S4] clusters with complete cysteinyl ligation, in the Fe–S con-
taining electron transfer subunit. Since the nitrate/nitrite couple
(E�m � �420 mV) has by far the highest redox potential of any of the
reactions catalyzed by this class of enzymes, it seems reasonable to
speculate that the [Fe3S4]�,0 cluster in nitrate reductase has evolved
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in order to facilitate high-potential electron transfer to the Mo active
site.

D. GLUTAMATE SYNTHASE

Glutamate synthase, a key enzyme in the nitrogen assimilation
pathway in plants and microorganisms, catalyzes the reductive
transfer of the amide group from the side chain of glutamine to
2-oxoglutarate to form glutamate; see Table I. The reducing equiva-
lents are provided by NAD(P)H in bacterial enzymes and by ferre-
doxin in photosynthetic tissues. Both classes of enzyme have a com-
mon, highly conserved catalytic subunit (�160 kDa) with FMN as the
active site and a single [Fe3S4]�,0 cluster to mediate electron transfer
(25, 56, 58, 148). In the case of the NAD(P)H-dependent enzymes,
there is an additional subunit (�53 kDa) containing two [Fe4S4]2�,�

clusters and a FAD which is the site of NAD(P)H oxidation (149).
The first suggestion that glutamate synthase contained a [Fe3S4]�,0

cluster came from EPR and Mössbauer studies of the oxidized and
reduced forms of the NAD(P)H-dependent enzyme purified from A.
vinelandii (6, 150). Definitive evidence for a single S � 1/2 [Fe3S4]�

cluster in oxidized samples and an S � 2 [Fe3S4]0 cluster in the dithio-
nite reduced samples came from EPR and VTMCD studies of the Fd-
dependent spinach glutamate synthase (25). Moreover, addition of
Fe(II) ion to spinach glutamate synthase under reducing conditions
did not effect conversion to [Fe4S4] cluster, indicating that the
[Fe3S4]�,0 cluster was unlikely to be an artifact of oxidative degrada-
tion during purification. The specific ligands to the [Fe3S4] cluster
have yet to be determined, but each of the five Fd-dependent and six
NAD(P)H-dependent enzymes in the Swiss Protein data base has a
conserved group of closely spaced cysteines, –C–X5–C–X4–C–P–. By
analogy with [Fe3S4] clusters in Fds, succinate dehydrogenases, fu-
marate reductases, and nitrate reductase, it is likely that at least the
first two cysteines in this grouping are involved with ligation of the
[Fe3S4] cluster in glutamate synthases (25). The redox potentials of
the FMN and [Fe3S4]�,0 centers in the Fd-dependent spinach enzyme
were determined to be �180 and �170 mV, respectively, on the basis
of optical and EPR monitored redox titrations (57), and to be isopoten-
tial with Em � �225 mV by cyclic voltammetry (58). While the 50-mV
discrepancy in the redox potential of the [Fe3S4]�,0 couple by these two
methods has yet to be resolved, the choice of a [Fe3S4] cluster to medi-
ate electron transfer to the FMN active site is probably dictated by
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the higher redox potentials generally associated with [Fe3S4]�,0 cou-
ples compared to [Fe2S2]2�,� or [Fe4S4]2�,� couples.

E. NiFe-HYDROGENASE

NiFe-hydrogenases enable microorganisms to use H2 as an energy
source by catalyzing the oxidative cleavage of H2 to 2H�, thereby pro-
viding a source of electrons for substrate reduction and ultimately
ATP synthesis. All have a common, highly conserved large subunit
(�60 kDa) which contains the binuclear NiFe hydrogen activating
center and a smaller, more variable Fe–S cluster subunit, containing
one [Fe4S4] cluster, or three [Fe4S4] clusters, or two [Fe4S4] clusters
and one [Fe3S4] cluster, which mediates electron transfer to the elec-
tron acceptor (151, 152). Definitive spectroscopic evidence for a
[Fe3S4]�,0 cluster that could not be converted to a [Fe4S4] cluster by
addition of Fe(II) ion under reducing conditions initially came from
EPR, Mössbauer, and VTMCD studies of the NiFe-hydrogenase from
D. gigas (26, 27, 59, 153) and Chromatium vinosum (154, 155). More-
over, on the basis of EPR studies and primary sequence considera-
tions, [Fe3S4] clusters are likely to be intrinsic components of many
of the NiFe-hydrogenases from sulfate-reducing and photosynthetic
bacteria (151, 156).

The structure of the novel binuclear NiFe active site and the iden-
tity of the diatomic ligands at the Fe site as one CO and two CN�

has been determined by the combination of crystallographic and FTIR
studies (157–161). The crystallographic results for D. gigas NiFe hy-
drogenase (157) also revealed the electron transport pathway to the
active site, the ligation of the Fe–S clusters in the small subunit, the
origin of the variability in the sequence, and Fe–S cluster content
among NiFe-hydrogenases in general. The Fe–S subunit invariably
contains an N-terminal domain with four conserved cysteines in a
unique arrangement that ligate the [Fe4S4]2�,� cluster proximal to the
NiFe center. Variability occurs in the C-terminal domain, which is
absent, or has an arrangement of eight cysteines analogous to that of
an 8Fe–Fd, or has a novel fold with six or seven cysteines that ligate
two [Fe4S4]2�,� clusters or one [Fe4S4]2�,� and one [Fe3S4]�,0 cluster.
This C-terminal domain has -H–X2–C–X�26–C–X5–C–X8–C–X10–X–
X6–C–X2–C- with X � C for domains containing two [Fe4S4] clusters
and X � P for domains containing one [Fe3S4] and one [Fe4S4] cluster.
The crystallographically characterized enzymes from D. gigas (157)
and Desulfovibrio vulgaris Miyazaki (162) both have X � P, and the
structures show that the histidine and the first three cysteine resi-
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FIG. 1. Proposed electron transport pathway in D. gigas NiFe-hydrogenase. Selected
distances are given in angstroms. Modified with permission from Ref. (157).

dues ligate a distal [Fe4S4] cluster and that the last three cysteine
residues ligate the [Fe3S4] with the proline residue occupying the posi-
tion of a cysteine that would ligate a potential fourth Fe site. Indeed,
in NiFe-hydrogenases such as that from Desulfovibrio baculatus,
which have X � C, EPR and Mössbauer studies have shown that the
[Fe3S4] cluster has been replaced by a [Fe4S4] cluster (163). Hence, the
structural/sequence data indicate that the [Fe3S4] clusters in NiFe-
hydrogenases are intrinsic components of the functional enzymes and
are ligated by a unique arrangement of cysteines compared to other
indigenous [Fe3S4] clusters.

The spatial arrangement of the Fe–S clusters in D. gigas NiFe-
hydrogenase (see Fig. 1) suggests an active role for the [Fe3S4]�,0 clus-
ter in mediating electron transfer from the NiFe active site to the
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distal cluster, which has an exposed histidine ligand. However, the
high redox potential of the [Fe3S4]�,0 cluster (�70 mV) compared to
those of the two flanking [Fe4S4]2�,� clusters (�290 and �340 mV at
pH 7) (59) and the reaction being catalyzed (�413 mV at pH 7), cou-
pled with the absence of this cluster in some NiFe-hydrogenases,
raises doubts about its involvement in electron transfer. Morevoer,
conversion of the [Fe3S4]�,0 cluster to a [Fe4S4]2�,� cluster in Desulfovi-
brio fructosovorans NiFe-hydrogenase via a P238C mutation resulted
in a 300-mV decrease in the midpoint potential, but had only a slight
effect on the enzymatic activity (164). The implication is that the
[Fe3S4]�,0 cluster is not required for efficient electron transfer through
the Fe–S subunit, and the role of this cluster in NiFe-
hydrogenases remains an enigma.

IV. Structures

X-ray crystal structures are now available for six proteins con-
taining [Fe3S4] clusters: A. vinelandii FdI (124, 165); D. gigas FdII
(19, 61, 166); Sulfolobus 7Fe Fd (114); mitochondrial aconitase (167);
and NiFe-hydrogenases from D. gigas (157, 158) and D. vulgaris Miya-
zaki (162). In each case the structure has been determined for the
oxidized protein containing a [Fe3S4]� cluster, and A. vinelandii FdI
is currently the only protein for which the structure has been ob-
tained for both oxidized and reduced forms containing [Fe3S4]� and
[Fe3S4]0 clusters, respectively (124). However, average Fe–Fe and
Fe–S distances have been determined by EXAFS for the [Fe3S4]� and
[Fe3S4]0 clusters in P. furiosus Fd (G. N. George, R. C. Prince, S. J.
George, Z. H. Zhou, M. W. W. Adams, and I. J. Pickering, unpublished
results) and D. gigas FdII (16), as well as for the [Fe3S4]� cluster in
mitochondrial aconitase (16). These EXAFS studies and the crystallo-
graphic data for A. vinelandii FdI were important in demonstrating
that the overall Fe3(�3–S)(�2–S)3(S(Cys))3 structure of the oxidized
cluster (best visualized as a cubane-type [Fe4S4] center minus one Fe
atom) is preserved on one-electron reduction. This has been confirmed
by the synthesis of a model complex, [Fe3S4(LS3)]3� (LS3 is a trithiolate
cavitand ligand), which has a [Fe3S4]0 core with properties analogous
to those of the protein counterparts (49).

A summary of the Fe–Fe and Fe–S distances in cuboidal [Fe3S4]�,0

centers as deduced by X-ray crystallography and EXAFS, is given in
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TABLE III

METRIC DATA FOR CUBOIDAL [Fe3S4] CLUSTERS AS DETERMINED BY CRYSTALLOGRAPHIC STUDIESa

Fe–Fe (Å) Fe–�3S (Å) Fe–�2S (Å) Fe–S(Cys/L) (Å)
Resolution Oxidation

Protein/model (Å) state Values Ave. Range Ave. Range Ave. Range Ave. Ref.

[Fe3S4(LS3)]3� [Fe3S4]0 2.67, 2.71, 2.73 2.70 2.27–2.33 2.31 2.24–2.28 2.26 2.31–2.33 2.32 50b

A. vinelandii FdI
pH 7.8 1.35 [Fe3S4]� 2.64, 2.67, 2.73 2.68 2.27–2.33 2.31 2.21–2.29 2.25 2.29–2.32 2.31 165
pH 8 1.9 [Fe3S4]� 2.64, 2.65, 2.71 2.67 2.26–2.29 2.27 2.25–2.30 2.28 2.27–2.31 2.29 124
pH 6 2.1 [Fe3S4]� 2.60, 2.61, 2.71 2.64 2.25–2.28 2.27 2.27–2.32 2.29 2.27–2.31 2.29 124
pH 8 2.1 [Fe3S4]0 2.54, 2.62, 2.65 2.60 2.23–2.26 2.24 2.27–2.33 2.29 2.28–2.35 2.31 124
pH 6 2.2 [Fe3S4]0 2.57, 2.60, 2.65 2.61 2.28–2.29 2.28 2.25–2.30 2.28 2.27–2.28 2.28 124

D. gigas FdII 1.7 [Fe3S4]� 2.70, 2.76, 2.79 2.75 2.31–2.32 2.32 2.22–2.33 2.27 2.22–2.29 2.26 61
Sulfolobus 6Fe Fd

Cluster I 2.0 [Fe3S4]� 2.63, 2.66, 2.71 2.67 2.32–2.33 2.32 2.31–2.43 2.33 2.31–2.31 2.31 114
Cluster II 2.0 [Fe3S4]� 2.58, 2.61, 2.62 2.60 2.29–2.32 2.31 2.26–2.30 2.28 2.28–2.30 2.29 114

Aconitase 2.1 [Fe3S4]� 2.53, 2.58, 2.65 2.59 2.27–2.31 2.28 2.28–2.36 2.33 2.26–2.29 2.28 167c

D. gigas NiFe H2ase 2.5 [Fe3S4]� 2.69, 2.75, 2.77 2.74 2.25–2.29 2.27 2.21–2.35 2.26 2.25–2.35 2.29 158

a All metric data for proteins are taken from the structures deposited in the Brookhaven Protein Data Bank.
b LS3 is the trithiolate cavitand ligand, 1,3,5-tris((4,6-dimethyl-3-mercaptophenyl)thio)-2,4,6-tris(p-tolylthio)benzene(3-).
c The Fe–Fe distances in the published article, 2.64, 2.71, 2.73 Å, differ significantly from those deduced from the structure

deposited in the Protein Data Bank.

Tables III and IV, respectively. Overall, the crystallographic data
indicate Fe–Fe distances ranging from 2.53 to 2.79 Å (average �
2.67 Å) and Fe–S distances ranging from 2.21 to 2.36 Å (average �
2.29 Å). At first sight, the large variation in Fe–Fe distances, in par-
ticular, suggests significant variations in core structure. However, the
variance in the interatomic distances is within the limits of experi-
mental error for the protein crystal structures refined at resolutions
�2 Å (168). Hence, meaningful assessment of the variability and dis-
tortions in the core structures of [Fe3S4]�,0 clusters, must be confined
to a comparison of the two high-resolution protein structures (A. vine-
landii FdI at 1.35 Å resolution and D. gigas FdII at 1.7 Å resolution),

TABLE IV

AVERAGE Fe–Fe AND Fe–S DISTANCES FOR [Fe3S4] CLUSTERS

AS DETERMINED BY EXAFS

Protein Oxidation state Fe–Fe (Å) Fe–S (Å) Ref.

D. gigas FdII [Fe3S4]� 2.70 2.25 16
[Fe3S4]0 2.67 2.27 16

Aconitase [Fe3S4]� 2.71 2.24 15
P. furiosus Fd [Fe3S4]� 2.67 2.24 a

[Fe3S4]0 2.67 2.27 a

a George, G. N., Prince, R. C., George, S. J., Zhou, Z. H., Adams, M. W. W.,
and Pickering, I. J., unpublished results.
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FIG. 2. Metrical data for [Fe3S4] clusters taken from the high-resolution crystal
structures of D. gigas FdII (1.7 Å resolution) (19, 61, 166), A. vinelandii FdI (1.35 Å
resolution) (165), and the model complex (Et4N)3[Fe3S4(LS3)] (50).

together with the structure of the synthetic complex and the EXAFS
data. Bond angles and interatomic distances for the three high-resolu-
tion crystal structures are compared in Fig. 2.

Metrical parameters for the [Fe3S4]� cluster in A. vinelandii FdI and
the [Fe3S4]0 in the model complex have been determined to an accu-
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racy of at least 0.01 Å or 1� and the close correspondence is particu-
larly striking (165). The average Fe–S bond lengths are the same
within experimental error, and the Fe–�2S bonds are on average
0.05 Å shorter than the Fe–�3S and Fe–S(Cys/L) bonds. The average
Fe–Fe distances are very close (2.68 and 2.70 Å) and lie within the
range established by EXAFS studies of protein-bound [Fe3S4]�,0 clus-
ters (2.67–2.71 Å). The average �2S–Fe–�2S bond angles (113� in
both) are 9� larger than the average �2S–Fe–�3S bond angles (104� in
both), consistent with a more open or splayed configuration compared
to a cubane [Fe4S4] cluster as a result of the removal of an Fe (50).
Perhaps the most significant difference lies in the distribution of the
Fe–Fe distances: one short (2.67 Å) and two long (2.71 and 2.73 Å)
for the [Fe3S4]0 cluster in the model complex, compared to one long
(2.73 Å) and two short (2.64 and 2.67 Å) for the [Fe3S4]� cluster in A.
vinelandii FdI. Although it has yet to be proven, it is tempting to
speculate that the pseudomirror symmetry that is apparent in the
model complex is a consequence of the short Fe–Fe interaction corre-
sponding to the valance-delocalized Fe2.5�–Fe2.5� pair (50); see later
discussion.

The structure of D. gigas FdII has been refined at 1.7 Å resolution,
and the estimated variance in the cluster interatomic distances is
	0.05 Å (19, 61). Bearing this limit of accuracy in mind, there do
appear to be some significant differences in the structures of the
[Fe3S4]� centers in D. gigas FdII and A. vinelandii FdI (165); see Fig.
2 and Table III. The Fe–Fe distances are longer in FdII (range 2.70–
2.79 Å, average 2.75 Å, vs range 2.64–2.73 Å, average 2.68 Å in FdI)
and the Fe–S(Cys) distances are shorter in FdII (range 2.22–2.29 Å,
average 2.26 Å, vs range 2.29–2.32 Å, average 2.31 Å in FdI). Fur-
thermore, the splayed configuration is much less pronounced in FdII
as judged by the difference in the average �2S–Fe–�2S and �2S–
Fe–�3 S bond angles (4� vs 9� in FdI), and the shortest Fe–Fe distance
occurs between the Fe atoms ligated by the N-terminal and middle
cysteines (Cys8 and Cys14) in FdII as opposed to middle and C-termi-
nal cysteines (Cys16 and Cys49) in FdI. Therefore, it seems likely
that the [Fe3S4]� clusters have somewhat different distortions in the
crystalline forms of these two proteins. However, the possibility that
these structures are not maintained in frozen solution is raised by
EXAFS studies of oxidized D. gigas FdII, which indicate a signifi-
cantly shorter average Fe–Fe distance (2.70 Å) than the crystallo-
graphic data (2.75 Å); see Tables III and IV.

Unfortunately, the question of the core structural changes accompa-
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nying reduction are poorly addressed by the available structures.
What is required are high-resolution crystal structures of a protein or
the model complex with the cluster in each of the accessible redox
states. EXAFS studies of D. gigas FdII and P. furiosus Fd indicate
that the structural changes accompanying one-electron reduction are
likely to be small; see Table IV. The average Fe–Fe distance in the
[Fe3S4]0 clusters (2.67 Å) was unchanged and showed a 0.03-Å in-
crease on one-electron oxidation of P. furiosus Fd and D. gigas FdII,
respectively. In accord with the increase in formal oxidation state of
the Fe from �2.67 to �3.0, the average Fe–S distance (2.67 Å) de-
creased by 0.03 and 0.02 Å on one-electron oxidation of P. furiosus Fd
and D. gigas FdII, respectively. X-ray crystal structures have been
refined at 1.9–2.2 Å resolution for oxidized and reduced forms of A.
vinelandii FdI at pH 8 and 6 (124). The results added support to mu-
tagenesis studies that indicated that a nearby aspartate residue
(Asp15) participates in the protonation of the [Fe3S4]0 cluster (pKa �
7.7) (169) and showed that no major structural changes in the [Fe3S4]
center accompany reduction and/or protonation. However, the resolu-
tion was not sufficient to address in detail the structural changes in
the [Fe3S4] core. Indeed, in contrast to the EXAFS data for D. gigas
FdII and P. furiosus Fd, the crystallographic data, taken at face value,
for the unprotonated form (pH 8), would indicate that one-electron
reduction is accompanied by a 0.07-Å decrease in the average Fe–Fe
distance and no change in the average Fe–S distance; see Table III.

V. Electronic, Magnetic, and Vibrational Properties

Many techniques have contributed to the current understanding of
the electronic properties and intracluster magnetic interactions of bio-
logical [Fe3S4] clusters. EPR, ENDOR, Mössbauer, VTMCD, satura-
tion magnetization, and resonance Raman studies have been used to
elucidate ground-state magnetic and vibrational properties, and ex-
cited-state electronic structure has been assessed by absorption, CD,
VTMCD, and resonance Raman. Mössbauer has played a particularly
crucial role by demonstrating the presence of valence delocalized
Fe2.5�Fe2.5� pairs in both [Fe3S4]0 clusters and [Fe3S4]� cluster frag-
ments. Hence, valence delocalized pairs are crucial for understanding
both the redox and electronic properties of [Fe3S4] clusters, and the
past few years have witnessed major new insights into the properties
and factors responsible for the generation of these units. A summary
of the current picture of the valence delocalization schemes in each
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FIG. 3. Ground state spin (S) and valence delocalization schemes for the known oxi-
dation states of [Fe3S4] clusters. Discrete [Fe3S4]� clusters have not been observed in any
protein, but they have been identified as fragments in heterometallic cubane clusters.
Reduction of the [Fe3S4]� cluster by three electrons, to yield a putative all-ferrous clus-
ter, occurs with the concomitant addition of three protons. Key: S2�, grey; Fe3�, black;
Fe2�, white; Fe2.5�, white with central black dot.

for the known oxidation states of [Fe3S4] clusters is presented in Fig.
3. The objective of this section is to summarize the electronic, mag-
netic, and vibrational properties of [Fe3S4] clusters in each of these
four redox states in light of the structural data discussed previously.

A. [Fe3S4]� CLUSTERS

1. Ground-State Properties

The fundamental ground-state properties of [Fe3S4]� clusters were
revealed in the original EPR and Mössbauer studies of A. vinelandii
FdI (6) and D. gigas FdII (7). These studies showed an S � �� ground
state with an EPR signal centered around g � 2.01, which results
from magnetic interaction between three high-spin (S � ��) Fe3� cen-
ters with rubredoxin-like isomer shift and quadrupole splitting pa-
rameters (� � 0.3 mm/s and 
EQ � 0.6 mm/s), that is, tetrahedral
sulfur coordination; see Table V. Three magnetically inequivalent Fe
sites with substantially different 57Fe coupling constants were appar-
ent in Mössbauer spectra recorded in applied magnetic fields up to
6 T at 1.5 K; A1 � �38 MHz, A2 � �22 MHz, A3 � �2 MHz for D.
gigas FdII (7,66); A1 � �42 MHz, A2 � �17 MHz, A3 � �2 MHz
for A. vinelandii FdI (6, 72). Similar values have been established by
Mössbauer and/or 57Fe-ENDOR in all the [Fe3S4]� clusters investi-
gated thus far; see Table V. These coupling constants and the S � ��

ground state were successfully rationalized in terms of a simple spin
coupling model for three sites having intrinsic hyperfine interactions
similar to those of ferric rubredoxin (30). A simple HDvV exchange
Hamiltonian of the form H � J12S1 � S2 � J23S2 · S3 � J13S1 · S3 involv-
ing three high-spin Fe3� ions (S1 � S2 � S3 � ��) predicts an S � ��
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TABLE V

SUMMARY OF EPR g-VALUES, 57Fe-HYPERFINE COUPLING CONSTANTS, ISOMER SHIFTS, AND

QUADRUPOLE SPLITTINGS FOR SOME REPRESENTATIVE [Fe3S4]� CLUSTERS

Protein g-valuesa A-values (MHz)b � (mm/s) 
EQ (mm/s) Refs.

D. gigas FdII 2.02, 2.00, 1.97 �39, �22, �2 0.28 0.54 7, 66
P. furiosus Fd 2.30, 1.95, �1.87 �38, �26, �11 42, 170
A. vinelandii FdI 2.02, 2.01, �1.99 �42, �17, �2 0.30 0.63 6, 72, 171
T. thermophilus 7Fe Fd 2.024, 1.992, 1.936 (�37, �26, �5)c 0.28 0.53 93, 94
D. gigas hydrogenase 2.032, 2.024, 2.016 �44, �20, ��3 0.33 0.70 59, 153, 172

2.029, 2.017, 2.003 �39, �23, ud d

C. vinosum hydrogenase 2.018, 2.016, 2.002 �44, �12, ud d 0.26 0.65 155, 173
Bovine heart aconitase
[Fe3S4]� 2.024, 2.016, 2.004 �31, �28, �11 0.27 0.72 13, 174, 175
[Fe3Se4]� 2.04, 1.985, 1.92 �32, �26, ud d 0.30 0.66 174
Bovine heart succinate de- 2.018, 2.011, 1.990 171

hydrogenase
E. coli fumarate reductase 2.02, 1.98, �1.93 23
E. coli nitrate reductase 2.02, 2.00, �1.94 24
Spinach glutamate synthase 2.02, 1.94, �1.86 25

a g-values are based on published and unpublished (M. K. Johnson and co-workers) simulations of the
resonances and may not accurately reflect the principal components of the g-tensor as explained in the text.

b Average A-values for each Fe as determined by Mössbauer and/or 57Fe-ENDOR.
c Approximate values.
d Undetermined.

ground state, provided all the coupling constants are greater than
zero, Jij � 0, that is, antiferromagnetic interaction, and 0.5 � J13/J23

� 1, 0.6 � J12/J23 � 1, and �J12 � J13�/J12 � 0.2, that is, asymmetric
coupling with J12 � J13 � J23 , but with comparable values for all three
coupling constants. Such a model predicts that the first excited state
will also have S � ��, provided 0.8 � J12/J23 � 1, with the ground state
corresponding to the more strongly coupled pair having S23 � 2 (S23 �
S2 � S3) and the first excited state corresponding to S23 � 3. Popula-
tion of the low-lying S � �� excited state has been invoked to explain
the EPR relaxation properties and the anomalous temperature depen-
dence of the EPR lineshape exhibited by [Fe3S4]� clusters in some
bacterial Fds, such as D. gigas FdII (176). However, this analysis
leads to an estimate of J of around 40 cm�1, which is much lower than
the lower limit of 200 cm�1 for J determined in subsequent saturation
magnetization studies of oxidized D. gigas FdII (177) and the value
estimated based on NMR studies of the �-CH2 cysteinate protons of
the [Fe3S4]� cluster in the same protein, J � 300 cm�1 (178). Strong
support for the values based on the saturation magnetization and
NMR analyses comes from the determination of the exchange cou-
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pling constant of an Fe3�–Fe3� pair in a cubane-type [Fe4S4] cluster,
J � 300 cm�1 (179).

Initial identification of an [Fe3S4] cluster in a metalloprotein is usu-
ally based on a fast-relaxing EPR resonance centered around g � 2.01
in the oxidized protein, that is only observed at temperatures below
30 K. However, these resonances frequently differ significantly in
terms of both lineshape and apparent g-value anisotropy in different
proteins; see Table V. In general they exhibit a well-defined low-field
g-value at g � 2.02, but frequently have poorly resolved high-field
components due to conformational microheterogeneity in the cluster
structure (180), which results from a distribution in the single Fe3�

ion zero-field splitting (D) and exchange coupling parameters (J) in
frozen samples (172, 181, 182); see Table V. This can be viewed as a
type of ‘‘g-strain’’ (183) that can qualitatively alter the observed spec-
trum rather than being apparent solely in terms of linewidth contri-
butions. Hence, the g-values obtained for spectral simulations do not
necessarily correspond to the principal components of the g-tensor.

The importance of the cluster environment in determining the EPR
properties of [Fe3S4]� clusters has been demonstrated by mutagenesis
studies of P. furiosus 3Fe Fd (184). EPR spectra spanning the entire
range of those observed for [Fe3S4]� clusters in Fds were observed by
varying the residue proximal to the tri(�2-S) face of the cluster (D14
in the wild type); see Fig. 4. To a first approximation, the spectra fall
into two types with D14, D14H, D14S, and D14N displaying particu-
larly broad spectra, indicative of severe protein conformational distri-
bution, compared to those of D14Y, D14C, and D14V. On the basis of
VTMCD studies of the reduced samples (see later discussion) and the
two distinct types of sequence-specific assignments that have been
deduced via NMR studies of oxidized 3Fe Fds (see later discussion),
we have proposed that these two types of EPR characteristics reflect
different pairings for the more strongly coupled irons (184). A detailed
analysis of the 57Fe hyperfine coupling constants of the [Fe3S4]� clus-
ter in wild-type P. furiosus Fd, as deduced by 57Fe-ENDOR (see Table
V), indicated that the ground state corresponds to the more strongly
coupled pair having S23 � 2, as in other Fds (170). However, the
ground state has more mixing of the low-lying S � �� state with S23 �
3 than other 3Fe Fds, as a result of less symmetrical coupling, and
this presumably accounts for the extremely broad g distribution asso-
ciated with this conformation.

NMR is the only technique capable of assigning the cysteines ligat-
ing specific Fe atoms, since the asymmetric coupling of the three Fe3�

ions results in different temperature dependence for the contact shifts
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FIG. 4. X-band EPR spectra of [Fe3S4]� clusters in wild type and mutant forms of
P. furiosus Fd. All spectra were recorded at 4.2 K; microwave power, 1 mW; microwave
frequency, 9.60 GHz; modulation amplitude, 0.63 mT. All samples were in 100 mM
Tris-HCl buffer, pH 7.8.

of the �-CH2 protons of coordinating cysteine residues. This approach
has thus far been applied to three 3Fe Fds and two distinct types of
sequence-specific assignments have been observed. The unique Fe site
in the preceding coupling scheme (S1) was found to be ligated by the
N-terminal cysteine in P. furiosus Fd (185) and by the C-terminal
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cysteine in D. gigas FdII (178) and Thermococcus litoralis Fd (186).
D. gigas FdII and T. litoralis Fd have a cysteine in the position equiv-
alent to residue 14 in P. furiosus Fd and have EPR spectra identical
to that of the D14C mutant of P. furiosus Fd. Hence, the very broad
type of EPR spectra (typified by wild-type P. furiosus Fd) and the
more narrow type of EPR spectra (typified by D. gigas FdII) are tenta-
tively attributed to the more unique Fe site being ligated by the N-
terminal and C-terminal cysteines, respectively. Sequence-specific
NMR assignments of the �-CH2 protons of the cysteines ligating the
[Fe3S4]� clusters in numerous Azotobacter-type 7Fe Fds (74, 81, 90,
102) and one Defulfovibrio-type 7Fe Fd (121) have also been reported.
These data have been reinterpreted on the basis of an NMR study of
the Azotobacter-type 7Fe Fd from R. palustris (90), and in each case
the unique Fe sites is believed to be ligated by the C-terminal cys-
teine. At present it is difficult to see how this coupling scheme re-
lates to the crystal structures, since the more strongly coupled pair
corresponds to the shortest Fe–Fe distance in D. gigas FdII and the
longest Fe–Fe distance in A. vinelandii FdII, see Fig. 2.

This analysis raises the possibility that different conformations,
possibly with distinct pairwise Fe interactions, might be present in
frozen solution samples of some protein-bound [Fe3S4]� clusters. In-
deed, this might provide an alternative explanation for the anomalous
temperature dependence of the EPR lineshape exhibited by [Fe3S4]�

clusters in some bacterial Fds, such as D. gigas FdII (176). The first
direct evidence for this type of behavior was provided by EPR
and 57Fe-ENDOR studies of the [Fe3S4]� cluster in D. gigas NiFe-
hydrogenase (172). The EPR resonance is much narrower than those
associated with [Fe3S4]� clusters in Fds, presumably because of the
different arrangement of coordinating cysteine residues. As a result,
X-band and Q-band EPR studies were able to resolve two resonances,
g � 2.032, 2.024, 2.016 (70%) and g � 2.029, 2.017, 2.003 (30%), with
similar although not identical 57Fe coupling constants as determined
by ENDOR (172) and Mössbauer (59, 153); see Table V. On the basis
of the 3Fe Fd data, these forms are likely to reflect different pairwise
Fe interactions, but there is as yet no direct evidence for this interpre-
tation.

The multifrequency EPR and Mössbauer properties of the [Fe3S4]�

in C. vinosum NiFe-hydrogenase are particularly interesting since
they provide evidence of magnetic interactions with nearby paramag-
netic species (151, 154, 155). The magnetically isolated form exhibits
a well-resolved, almost axial EPR signal, g � 2.018, 2.016, 2.002, in-
dicative of minimal conformational heterogeneity. However, a com-
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plex resonance corresponding to up to 50% of the [Fe3S4] clusters ap-
pears at potentials � �150 mV and has been shown to result from
weak magnetic interactions involving the S � �� Ni3� center, the S �
��[Fe3S4]� cluster, and an as yet unidentified S � �� species. By clamping
the Ni in the diamagnetic Ni2�–CO form, the interaction signal from
the [Fe3S4]� cluster and the unidentified S � �� species can be observed
in isolation, g � 2.01, 1.974, and 1.963 at X-band. This resonance has
been tentatively interpreted in terms of an S � 1 species resulting
from ferromagnetic interaction between two S � �� species, on the ba-
sis of Mössbauer (155) and EPR (187) studies. However, the nature of
the unidentified S � �� species still remains elusive. A radical species
resulting from oxidation of a cluster ligand or nearby residue now
seems more likely than the original suggestion of a nearby low-spin
Fe3� center (155), in light of the available crystallographic data for
NiFe-hydrogenases (157, 158, 162). However, it should be borne in
mind that although this magnetic interaction is apparent in several
NiFe-hydrogenases (151), it has not been observed in either of the two
crystallographically defined NiFe-hydrogenases.

The ground-state properties of the [Fe3S4]� cluster in inactive aconi-
tase have been extensively characterized by EPR and Mössbauer (13,
175); see Table V. Overall, the EPR resonance, g � 2.024, 2.016,
2.004, is more isotropic than in Fds and similar to those observed in
NiFe-hydrogenases, albeit with increased linewidths. This may be a
consequence of the more ‘‘hydrogenase-like’’ arrangement of the coor-
dinating cysteine residues (Cys358, Cys421, and Cys424 in mitochon-
drial aconitase (167, 175)). Aconitase has also provided the only exam-
ple of [Fe3S4]� suitable for spectroscopic investigation (174, 188).
Reconstitution of aconitase apoenzyme with selenide and iron to form
a [Fe3S4]2�,� cluster followed by oxidative degradation with ferricya-
nide yielded a route to a stable protein-bound [Fe3S4]�,0 cluster. The
ground-state properties of the [Fe3S4]� cluster are largely unperturbed
compared to those of the [Fe3S4]� cluster. However, while the overall
EPR lineshape is maintained, the resonance is substantially more an-
isotropic, g � 2.04, 1.99, 1.92; see Table V. This is presumably a con-
sequence of the fourfold larger spin–orbit coupling for Se compared
to S.

2. Excited-State Properties

The relatively broad and featureless absorption spectra of [Fe3S4]�

clusters belies their complex excited-state electronic structure. This is
illustrated in Fig. 5 using P. furiosus 3Fe Fd as an example (42).
In addition to the protein band centered at 280 nm, the UV-visible
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FIG. 5. UV-visible absorption and VTMCD spectra of the [Fe3S4]� cluster in wild-
type P. furiosus Fd. The absorption spectrum was recorded at room temperature, and
the MCD spectra were recorded at 1.59, 4.22, 9.9, 17.6, and 53.0 K (all transitions
increase in intensity with decreasing temperature) with an applied magnetic field of
4.5 T.

absorption spectrum extends out to at least 800 nm and comprises
broad unresolved shoulders centered at �340 nm, �410 nm ( �
12–15 mM�1 cm�1 per cluster), �460 nm, and �550 nm. These absorp-
tion characteristics are qualitatively similar to those of diamagnetic
[Fe4S4]2� clusters, rendering absorption spectra alone useless for iden-
tifying cluster type.

The origin of the broad absorption spectrum and the true complex-
ity of the excited-state electronic structure is only revealed in the
VTMCD spectra (189). Since only paramagnetic metal chromophores
exhibit MCD bands that increase in intensity with decreasing temper-
ature, this technique can be used to investigate the electronic struc-
ture of [Fe3S4]� clusters in the presence of additional diamagnetic
clusters, metal centers, or other types of prosthetic groups. Bearing
in mind that each positive or negative absorption-shaped band corre-
sponds to a discrete electronic transition, at least 17 overlapping elec-
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tronic transitions associated with the [Fe3S4]� center are resolved in
the VTMCD spectrum in the 200–800 nm region; see Fig. 5. MCD
magnetization studies at discrete wavelengths confirm that all transi-
tions originate from the EPR-detectable S � �� ground state.

The overall pattern of VTMCD bands is highly conserved among
biological [Fe3S4]� clusters, making VTMCD a useful adjunct to EPR
and/or Mössbauer for assessing or confirming Fe-S cluster type. This
is illustrated by the qualitative comparison of the VTMCD spectra of
representative examples of biological [Fe3S4]� clusters shown in Fig.
6. Each of the spectra can be resolved into an equivalent series of
positive or negative, temperature-dependent Gaussian-shaped bands,
and the spectral differences result primarily from minor changes in
the relative intensities and/or energies of the discrete MCD transi-
tions. A further illustration of how the excited-state electronic struc-
ture of biological [Fe3S4]� clusters is relatively independent of the pro-
tein environment has come from mutagenesis studies of P. furiosus
3Fe Fd. Except for minor changes in the weak bands in the 600–
800 nm region, the VTMCD spectra were found to be almost invariant
to changes in the residue occupying the position proximal to the
tri(�2-S) face of the cluster (i.e., in D14, D14H, D14S, D14N, D14Y,
D14C, and D14V) (184).

As yet there are no detailed assignments for the electronic transi-
tions associated with [Fe3S4]� clusters. The only direct information
comes from VTMCD studies of the [Fe3S4]� cluster in aconitase (188).
The higher energy transitions in the region 300–420 nm have been
attributed primarily to bridging-S2�-to-Fe3� change transfer on the ba-
sis of large red shifts in the Se-substituted form. The lower energy
bands exhibit less pronounced red and blue shifts in the Se-substi-
tuted form and are therefore considered to result primarily from cys-
teinyl-S-to-Fe3� charge transfer and d–d transitions associated with
the Fe core.

3. Vibrational Properties

Resonance Raman has been used to investigate the Fe–S stretching
frequencies and/or establish the existence of [Fe3S4]� centers in a wide
variety of enzymes and proteins: 3Fe Fds from D. gigas (17, 190)
and P. furiosus (37, 42, 191); 7Fe Fds from A. vinelandii (17, 192),
T. thermophilus (17), P. ovalis (193), and M. smegmatis (98, 193);
ferricyanide-treated C. pasteurianum 8Fe Fd (11, 17); bovine heart
aconitase (194, 195); spinach glutamate synthase (25); and NiFe-hy-
drogenases from D. gigas (196) and D. desulfuricans (194). The reso-
nant enhancements of Fe–S stretching modes with blue/green excita-



30 JOHNSON, DUDERSTADT, AND DUIN

FIG. 6. Comparison of VTMCD spectra for biological [Fe3S4]� clusters. (A) D. gigas
FdII (20); (B) P. furiosus 3Fe Fd (42); (C) A. vinelandii FdI (70); (D) T. thermophilus
7Fe Fd (70); (E) E. coli nitrate reductase (24); (F) E. coli fumarate reductase (53); (G)
spinach glutamate synthase (25); (H) beef heart aconitase (21). Spectra were recorded
at temperatures between 1.5 and 70 K with an applied magnetic field of 4.5 T (all
transitions increase in intensity with decreasing temperature). Bands originating from
minor heme contaminants are indicated by an asterisk.
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FIG. 7. Low-temperature (77 K) resonance Raman spectra for A. vinelandii FdI, T.
thermophilus Fd, D. gigas FdII, and ferricyanide-treated C. pasteurianum Fd obtained
with 488.0-nm excitation. Taken with permission from Ref. (17).

tion are up to five times greater than for [Fe3S4]2� clusters. Hence, the
resonance Raman spectra of multicluster proteins such as 7Fe Fds
and NiFe-hydrogenases are generally dominated by bands from the
[Fe3S4]� center. This is illustrated in Fig. 7, which compares reso-
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nance Raman spectra for the oxidized 7Fe Fds from A. vinelandii and
T. thermophilus with those of two proteins containing a single [Fe3S4]�

cluster, that is, D. gigas FdII and ferricyanide-treated C. pasteuria-
num Fd (17). Since the dominant band in the resonance Raman spec-
trum of biological [Fe3S4]2� clusters using 488.0-nm excitation is the
totally symmetric breathing mode of the cubane core, which occurs
near 334 cm�1, all bands are attributed to Fe–S stretching modes of
the [Fe3S4]� cluster, with the exception of the shoulder at 334 cm�1.
The similarity among the spectra is striking. All have resolved bands
centered near 265, 290, and 345 cm�1, and a broad ill-defined feature
near 390 cm�1 corresponding to at least two overlapping bands. The
major difference lies in the presence of one or two bands in the 350–
380 cm�1 region. However these bands were assigned primarily to Fe–
S(Cys) modes on the basis on negligible 34S-isotope shifts in samples
of ferricyanide-treated C. pasteurianum Fd reconstituted with 34S2�

(17); see Table VI. Hence the differences were interpreted in terms of
changes in the Fe–S–C–C dihedral angles and/or Fe–S force con-

TABLE VI

VIBRATIONAL FREQUENCIES (cm�1), 34Sb ISOTOPE DOWNSHIFTS (cm�1 IN PARENTHESES), AND

ASSIGNMENTS FOR THE Fe–S STRETCHING MODES OF OXIDIZED Fe3Sb
4St

3 CENTERS IN BEEF HEART

ACONITASE, A. vinelandii FdI, T. thermophilus Fd, P. furiosus Fd, D. gigas FdII, AND

C. pasteurianum Fd

Assignment Calculateda

C3v symmetry Fe3S4(SEt)3 Aconitasea Av FdIb Tt Fdb Pf Fdc Cp Fdb Dg FdIIb

Mainly Fe–St stretching
A1 375(2) 372(1) 371 368 386(2) 385(0) �392
E 353(2) 359(0) 360 360 367(1) 368(0) 368

Mainly Fe–Sb stretching
A1 402(7) 400(4) 391 388 405(5) 392(0)d �392
E 373(5) 397(6)
A1 345(8) 342(8) 348 347 347(7) 347(7) 347
A2 291(4) 305(4)
E 274(4) 293(4) 288 285 290(6) 285(4) 285
E 268(3) 264(5) 266 266 265(4) 267(6) 262

a Taken from Ref. (195).
b Frequencies taken from Ref. (17).
c Taken from Ref. (191). Isotope shifts are the average of data collected with 457.9-, 488.0-,

and 514.5-nm excitation.
d The 34Sb isotope shifts was reported as zero (17), but the data are of poor quality and the

band is not well resolved. The isotope shift needs to be reinvestigated in light of isotope shifts
observed for the equivalent band in the high-quality data obtained for aconitase and Pf Fd.
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stants of the coordinated cysteines rather than structural differences
in the [Fe3S4] core.

In the 1980s, the distinctive resonance Raman spectrum proved ef-
fective in establishing oxidative [Fe3S4] to [Fe3S4] cluster conversion
in bacterial Fds (11), identifying [Fe3S4]� clusters in several enzymes
and proteins (197), and providing some of the most persuasive early
evidence for a common [Fe3S4] core for biological 3Fe clusters (17).
However, although the vibrational data were shown to favor a cuboi-
dal [Fe3S4] structure, detailed assignments were not attempted at
that time because of uncertainty in the core structure. Vibrational
assignments for the cuboidal Fe3Sb

4St
3 units (Sb bridging or inorganic

S; St � terminal or cysteinyl S) in aconitase have since been made
under effective C3v symmetry based on normal mode calculations and
34Sb isotope shifts (195); see Table VI. While there is substantial mix-
ing, the two symmetric (A1) Fe–Sb modes at �400 cm�1 and �345 cm�1

can be considered, to a first approximation, as involving vibrations of
�2Sb and �3Sb types of bridging sulfide. The calculated frequencies
were based on the force field used for cubane [Fe3S4] clusters, except
that one Fe was removed, the FeS–CC dihedral angles were adjusted
to those reported in the crystal structure of aconitase, and the six
Fe–�2Sb force constants were increased by 17% compared to the three
Fe–�3Sb force constants. The last change would be expected to result
in a contraction of 0.07 Å in the Fe–�2Sb bonds on the basis of Bad-
ger’s rule, which is in excellent agreement with the 0.05–0.06 Å con-
traction reported in the high-resolution crystallographic data for D.
gigas Fd II, A. vinelandii FdI, and the synthetic model compound; see
Table III.

High-quality resonance Raman spectra and reliable 34Sb isotopes
have also been reported for the [Fe3S4] cluster in P. furiosus 3Fe Fd
(37, 191); see Fig. 8 and Table VI. The major difference compared to
aconitase lies in the frequencies of the Fe–St (Fe–S(Cys)) modes that
occur at higher frequencies for the [Fe3S4]� center in P. furiosus Fd
(12 cm�1 higher on average). In general, the resonance Raman spectra
of [Fe3S4]� clusters can be subdivided into two groups on the basis
of the frequencies of the Fe–St modes, with A. vinelandii and
T. thermophilus 7Fe Fds similar to aconitase and D. gigas FdII and
ferricyanide-treated C. pasteurianum Fd corresponding to P. furiosus
3Fe Fd; see Table VI. The difference in the Fe–St frequencies between
the two groups is unlikely to relate to the Fe–S–C–C dihedral angles,
since very similar dihedral angles (80� � 10�, 90� � 10�, and 115� �
15�) are observed for the equivalent cysteines in the three crystallo-
graphically defined proteins, that is, aconitase (167), A. vinelandii FdI
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FIG. 8. Low-temperature (20 K) resonance Raman spectra of oxidized P. furiosus 3Fe
Fd as a function of excitation wavelength (191).

(124, 165), and D. gigas FdII (61). Hence, the difference must reflect
differences in Fe–St bond strength, with stronger and therefore
shorter bonds in the 3Fe Fds. This is in accord with the high-resolu-
tion crystal structures that show Fe–S(Cys) bonds shorter by 0.05
Å, on average, in D. gigas FdII compared to A. vinelandii FdI; see
Table III.

As illustrated by the spectra of P. furiosus 3Fe Fd shown in Fig. 8,
the relative intensities of the Raman bands for [Fe3S4]� clusters vary
considerably with excitation wavelength. However, because of the ex-
tensive mixing of Fe–St and Fe–Sb modes, excitation profiles in the
region 400–650 nm appear to be of little use in effecting electronic
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assignments in terms of cysteinyl-S-to-Fe3� or bridging-S-to-Fe3�

charge transfer. Excitation profiles for discrete bands in D. gigas FdII
and T. thermophilus Fd were reported to fall into two sets with max-
ima at 470 and 500 nm (17), and this is now supported by data for P.
furiosus 3Fe Fd (191). However, these different maxima correlate bet-
ter with A1 and E assignments, respectively, as opposed to predomi-
nantly Fe–Sb and Fe–St vibrational modes. This most likely reflects
the fact that non–totally symmetric modes can only be enhanced via
a vibronic mixing mechanism involving two electronic transitions, one
of which occurs near 500 nm. Hence, the enhancement profiles are
more useful in effecting vibrational assignments than in identifying
specific types of electronic transition.

B. [Fe3S4]0 CLUSTERS

1. Ground-State Properties

The Mössbauer-determined ground-state properties of the one-
electron reduced [Fe3S4]0 clusters in D. gigas FdII (29), P. furiosus
Fd (198), A. vinelandii FdI (72), aconitase (174), C. vinosum NiFe
hydrogenase (155), D. gigas NiFe hydrogenase (59), and the synthetic
analog complex [Fe3S4(LS3)]3� (50) have been summarized; see Table
6 of Ref. (50). This tabulation will not be repeated herein, since the
ground-state properties have been found to be remarkably invariant
and therefore an intrinsic property of the cluster core (50). Moreover,
the ground-state properties are maintained for [Fe3Se4]0 clusters as
judged by Mössbauer studies of Se-reconstituted aconitase (174) and
the [Fe3Se4(LS3)]3� analog complex (50). Mössbauer spectra recorded
in the absence of an applied field consist of two quadrupole doublets
with intensity ratio 2 : 1. The minor doublet has quadrupole splitting

EQ � 0.38–0.59 mm/s and an isomer shift � � 0.30–0.35 mm/s,
slightly larger than those for a Fe3� site with tetrahedral sulfur coor-
dination. The major doublet has 
EQ � 1.2–1.67 mm/s and � � 0.46–
0.49 mm/s, and the isomer shift is about the mean of the values for
Fe3� and Fe2� sites with tetrahedral sulfur coordination, indicating a
valence delocalized Fe2.5�Fe2.5� pair. The S � 2 ground state, identified
initially via MCD magnetization studies (20), results in well-resolved
magnetic splittings in Mössbauer spectra recorded at low tempera-
tures in the presence of strong applied fields. Detailed analysis
showed that the components of the valence delocalized pairs have al-
most indistinguishable 57Fe-hyperfine tensors (Aav � �17.0 to �20.9
MHz) that are opposite in sign to those of the localized Fe3� sites
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FIG. 9. Zero-field splitting of the S � 2 ground state of [Fe3S4]0 clusters. Constructed
for D � �2.5 cm�1 and E/D � 0.23, where D and E are the axial and rhombic zero-field
splitting parameters, respectively.

(Aav � 14.8 to 17.3 MHz). Overall, the Mössbauer data were shown to
be consistent with an S � 2 ground state, with D � �2.5 cm�1 and
E/D � 0.20–0.25, where D and E are the axial and rhombic zero-field
splitting parameters, respectively, that arises from antiferromagnetic
exchange interaction between an S � �� valence-delocalized pair and
the S � �� high-spin Fe3� site (29, 33); see Fig. 3. Similar axial zero-
field splitting parameters for the S � 2 ground state have been de-
duced from analysis of the temperature dependence of the MCD spec-
tra in weak applied fields (70, 71) and from saturation magnetization
studies (177). The ground-state zero-field splitting of the S � 2
ground state of [Fe3S4]0 clusters is shown in Fig. 9.

The two lowest levels of the S � 2 manifold (MS � �2 in the limit
of E � 0) are split in zero-field by an energy 
 � 3E 2/D; see Fig. 9.
Using the spin Hamiltonian parameters derived from the Mössbauer
analysis, this rhombic zero-field splitting in the lowest doublet is ap-
proximately 0.4 cm�1, which is comparable with the microwave quan-
tum for X-band EPR. Hence, a broad integer spin EPR resonance
(i.e., one that increases in intensity and is sharper in parallel mode
(
MS � 0 selection rule) than in perpendicular mode (
MS � �1 selec-
tion rule)), can usually be observed in the low-field region of the X-
band EPR spectrum, for example, in T. thermophilus 7Fe Fd (94), D.
gigas FdII (29), P. furiosus 3Fe Fd (42, 184), B. schlegelii 7Fe Fd
(104), D. ambivalens 7Fe Fd (120), S. acidocaldarius (118), spinach
glutamate synthase (25), D. gigas NiFe-hydrogenase (59), C. vinosum



BIOLOGICAL AND SYNTHETIC [Fe3S4] CLUSTERS 37

FIG. 10. X-band and P-band perpendicular mode EPR spectra of partially reduced
T. thermophilus 7Fe Fd and Fe2�-EDTA. The signal around g � 2 in T. thermophilus
Fd arises from approximately 1% of S � 1/2 [Fe3S4]� clusters in the partially reduced
sample. Taken from Ref. (94).

NiFe-hydrogenase (187), T. acidophilum succinate dehydrogenase
(190), and the synthetic analog complex [Fe3S4(LS3)]3� (50). The
breadth results from a distribution of E/D values in frozen solution,
and it is important to realize that only the fraction of molecules with

 	 0.3 cm�1 contribute to the observed resonance at X-band. The
complete resonance is often only visible at higher frequencies, and
this is well illustrated by the X-band (�9 GHz) and P-band (�15 GHz)
perpendicular mode EPR spectra of partially reduced T. thermophilus
7Fe Fd ([Fe3S4]0 and [Fe4S4]2�) (94); see Fig. 10. Even if EPR signals
from S � 2 [Fe3S4]0 clusters are not readily observable, their
presence is sometimes evident by enhanced relaxation and/or broad-
ening of S � �� resonances of nearby [Fe4S4]� or [Fe2S2]� clusters as a
result of weak intercluster spin–spin interactions, such as in 7Fe Fds
(94) and in fumarate reductases and succinate dehydrogenases (53,
137).



38 JOHNSON, DUDERSTADT, AND DUIN

Studies of mutant forms of P. furiosus 3Fe Fd have shown that the
[Fe3S4]�,0 redox potential is strongly dependent on the protein environ-
ment. For example, changing the nonligating residue proximal to
the tri(�2–S) face of the cluster from aspartate to serine results in a
120-mV increase in the midpoint potential (65). However, any de-
tailed understanding of how the protein environment controls the re-
dox potential will clearly require assignment of the specific cysteines
ligating the valence delocalized pair and assessment of whether or
not the pairwise interactions established by NMR in the [Fe3S4]� clus-
ters are maintained on reduction. Unfortunately, despite numerous
NMR studies of Fds containing [Fe3S4]0 clusters (74, 81, 90, 102, 121,
178, 185, 192, 199), resonances from the �-CH2 protons of the coordi-
nating cysteines have never been reported. The NMR linewidths are
considered to be too broad as a result of an abnormally long electronic
relaxation time or exchange broadening. Since dipolar line broaden-
ing is much less for 2H signals relative to 1H signals (because of the
smaller magnetic moment of 2H), the most recent attempt to use NMR
to make sequence-specific assignments of coordinating cysteine resi-
dues, utilized the 7Fe Fd from B. schlegelii in which the protein cyste-
ines had been deuterated at the � position (105). Although sharp 2H
NMR signals were observed for the cysteines ligating the [Fe3S4]�

cluster, none were detected for the [Fe3S4]0 cluster. Since theoretical
considerations predict that these signals should be observable, it was
concluded that the resonances coalesce because the Fe sites exchange
valencies faster than the NMR time scale.

Thus far the discussion of ground-state properties has been con-
fined to the unprotonated form of biological [Fe3S4]0 clusters. The ini-
tial discovery that [Fe3S4]0 clusters can undergo a reversible proton-
ation equilibrium came from VTMCD and direct electrochemical
studies of A. chroococcum 7Fe Fd, pKa � 7.8 (75, 76). Subsequent
VTMCD and direct electrochemistry studies of the 7Fe Fds from A.
vinelandii (70, 71, 169) and S. acidocaldarius (118) have demonstrated
a one-proton uptake with pKas of 7.7 and 5.8, respectively. Direct elec-
trochemistry studies of wild-type and D14H, D14S, D14N, D14Y,
D14C and D14V mutant forms of P. furiosus 3Fe Fd as a function of
pH have also found evidence for protonation with pKa values in the
range 3.3–4.7 (65). Hence, this is likely to be a general property of
biological [Fe3S4]0, although for the majority of clusters it is not appar-
ent in the physiological pH range. Mutagenesis studies of A. vinelan-
dii FdI have shown that Asp15, a residue immediately adjacent to the
cluster, participates in the proton transfer (169, 193). However, the
dramatic change in the VTMCD spectrum as a function of pH was
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shown to be a consequence of protonation of the cluster rather than
this proximal aspartate (169). Although the excited state properties
of [Fe3S4]0 clusters are dramatically altered on protonation (see later
discussion), there is relatively little change in the ground-state prop-
erties and crystallographic studies of A. vinelandii FdI at pH 6.0 and
8.5 show that the cuboidal [Fe3S4] structure is preserved (124); see
Table III. As in the unprotonated form, the protonated [Fe3S4]0 clus-
ters have S � 2 ground states with D � �2.5 � 0.5 cm�1, as evidenced
by VTMCD and Mössbauer studies (70–72, 75, 118). Moreover, Möss-
bauer studies indicate that the protonation-induced changes are con-
fined to relatively minor perturbation of the magnetic hyperfine ten-
sor of one of the Fe sites of the valence delocalized pair (72). Taken
together, the Mössbauer and VTMCD data are consistent with proton-
ation of a doubly bridging sulfide, but the possibility that a cysteinyl
S is the protonation site cannot be excluded on the basis of the avail-
able data.

The discovery of an S � �� valence-delocalized Fe2.5�Fe2.5� pair in
[Fe3S4]0 clusters led to the recognition that spin-dependent delocaliza-
tion (SDD), in addition to the more commonly observed HDvV ex-
change, is required to understand the electronic and magnetic proper-
ties of Fe–S clusters (29). The basic idea of SDD (termed double
exchange in the original theory developed by Zener (194) and Ander-
son and Hasegawa (200)) is illustrated by the energy level diagram
for a symmetric Fe2�Fe3� dimer shown in Fig. 11. Spin coupling of
high-spin Fe2� (d6, S � 2) and Fe3� (d5, S � ��) by HDvV exchange
leads to a ladder of states with energies JS(S �1)/2 and the S � ��

state lowest for antiferromagnetic exchange (J � 0). Each spin multi-
plet occurs twice since the extra (sixth) electron can be on either Fe
and both arrangements are assumed to be degenerate in this simpli-
fied view. Resonance delocalization of the extra electron via a direct
Fe–Fe interaction mixes the degenerate Fe2�Fe3� and Fe3�Fe2� con-
figurations and results in an additional splitting, �B(S � ��), where B
is the SDD or double exchange parameter. It is intuitively obvious
that delocalization is favored by the ferromagnetic alignment, since
the extra electron is then free to visit both Fe sites without changing
spin orientation. Accordingly, as B/J increases the ground-state spin
switches from S � �� to �� and the energy separation between the S � ��

bonding and antibonding components corresponds to 10B or 2�, where
� corresponds to the resonance energy of a Hückel molecular orbital
treatment. Inclusion of the factors responsible for valence delocaliza-
tion, that is, vibronic coupling (201–203) and inequivalence in the
energies of the Fe2�Fe3� and Fe3�Fe2� configurations (204), decreases
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FIG. 11. Energy level diagram for a symmetric, exchange-coupled Fe2�Fe3� dimer as
a function of increasing spin-dependent delocalization. Taken with permission from
Ref. (207).

the B/J range in which the ground state has �� 	 S 	 �� and hence
decreases the likelihood of having valence delocalized pairs with in-
termediate-spin ground states. As discussed in the next section, the
discovery of valence delocalized S � �� [Fe2S2]� clusters in mutant 2Fe
Fds (205–207) has led to the direct determination of B (�900 cm�1) in
both [Fe2S2]� and [Fe3S4]0 clusters, via the identification of the z-polar-
ized, electric dipole allowed, � � �* ‘‘intervalence’’ transition depicted
in Fig. 11.

2. Excited-State Properties

One-electron reduction to the [Fe3S4]0 state results in partial
bleaching of the visible absorption. As illustrated by P. furiosus 3Fe
Fd in Fig. 12, the resulting absorption spectrum is relatively feature-
less, gradually increasing with increasing energy, except for a pro-
nounced shoulder at �430 nm and a weak shoulder at �660 nm. The
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FIG. 12. UV-visible absorption and VTMCD spectra of the [Fe3S4]0 cluster in wild-
type P. furiosus Fd. The absorption spectrum was recorded at room temperature and
the MCD spectra were recorded at 1.67, 4.22, 9.0, 15.8, and 51.0 K (all transitions
increasing in intensity with decreasing temperature) with an applied magnetic field of
4.5 T. The band at 314 nm in the absorption spectrum (marked with an asterisk) is
due to excess dithionite.

latter is better resolved in spectra recorded at 4.2 K (20). Once again
the complexity of the excited-state electronic structure is only re-
vealed in the VTMCD spectrum, which comprises at least 14 overlap-
ping positive or negative bands in the 200–800 nm region, each corre-
sponding to an electronic transition; see Fig. 12. The VTMCD
spectrum is remarkably conserved among [Fe3S4]0 clusters in different
enzymes and proteins and more intense (by a factor of between 2 and
6) than those exhibited by other types of paramagnetic Fe–S clusters,
that is, S � �� [Fe4S4]3�,� and [Fe2S2]� clusters, under comparable condi-
tions of measurement (189). In addition, the intense band centered
around 700 nm that is common to all [Fe3S4]0 centers has characteris-
tic MCD magnetization behavior (20). The field-dependent saturation
curve at a fixed temperature below 2 K is invariably fit to a good
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approximation by a purely xy-polarized transition originating from a
doublet state with g� � � 8.0 and g� � 0.0, that is, the effective g-values
in the axial limit of the lowest MS � �2 doublet of an S � 2 ground
state with D � 0. Taken together, the characteristic MCD spectrum
and magnetization data provide a convenient, semiquantitative
method for establishing the presence of [Fe3S4]0 clusters in proteins.
Indeed, this approach has proven particularly effective in multicluster
enzymes such as succinate dehydrogenase (22), fumarate reductase
(23), nitrate reductase (24), and NiFe-hydrogenases (27).

To illustrate the range of VTMCD spectra exhibited by biological
[Fe3S4]0 centers and how the protein environment determines the lo-
cation of the valence delocalized pair, we have chosen to show data
for mutant forms of reduced P. furiosus 3Fe Fd that differ only in the
residue at position 14, that is, the non-ligating residue proximal to
the tri(�2–S) fact of the cluster; see Fig. 13. Each of these spectra can
be viewed as the sum of two distinct types, with the D14Y and D14N
mutants corresponding to almost homogeneous examples of type 1
and type 2, respectively (184). To a good approximation, the spectra of
the other mutants and wild type can be simulated by adding different
proportions of the D14Y and D14N spectra. By analogy with the EPR
analysis for the equivalent oxidized clusters (see earlier discussion)
and in light of the observation that the VTMCD spectra are domi-
nated by transitions associated with the valence-delocalized pair (see
later discussion), we have tentatively attributed the two distinct types
of VTMCD spectra to different locations of the valence-delocalized
pair. Since both types of spectra contribute to the VTMCD of the wild-
type, D14S, D14C, and D14H samples in frozen solution, it seems
likely these two distinct valence isomers are in dynamic equilibrium
at room temperature. Such an interpretation is clearly in accord with
the NMR data discussed previously. On surveying the published
VTMCD spectra for [Fe3S4]0 clusters in different proteins, it is particu-
larly striking that each can be classified as predominantly type 1, for
example, D. africanus FdIII (108), S. acidocaldarius 7Fe Fd (high pH
form) (118), and spinach glutamate synthase (25), or predominantly
type 2, for example, D. gigas FdII (20), P. furiosus 3Fe Fd (42), A.
vinelandii FdI (high pH form) (70), A. chroococcum 7Fe Fd (high pH
form) (75), T. thermophilus 7Fe Fd (70), and aconitase (21). In other
enzymes, it is difficult to classify the spectral type because of interfer-
ence from other paramagnetic clusters.

A major breakthrough in assigning the VTMCD spectra of [Fe3S4]0

clusters came with the discovery of S � �� valence-delocalized [Fe2S2]�

clusters in the alkaline forms of the C56S and C60S mutants of C.
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FIG. 13. VTMCD spectra of [Fe3S4]0 clusters in wild type and mutant forms of
P. furiosus Fd. In each case the spectra shown were recorded at temperatures between
1.5 and 50 K with an applied magnetic field of 4.5 or 6 T (all transitions increase in
intensity with decreasing temperature).
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FIG. 14. Comparison of the VTMCD spectra (�1.6 K and 6 T) of the valence-
delocalized S � 9/2 [Fe2S2]� cluster in the alkaline form of the C60S mutant of
C. pasteurianum 2Fe Fd with those of the [ZnFe3S4]� and [Fe3S4]0 clusters in P. furiosus
Fd. Magnetization and temperature dependence studies show that the bands marked
with an asterisk in the valence-delocalized S � 9/2 [Fe2S2]� spectra result from a va-
lence-localized S � 1/2 component.

pasteurianum 2Fe Fd via the combination of VTMCD, EPR, and
Mössbauer studies (205–207). The [Fe2S2]� clusters in these mutants
reversibly interconvert between valence-localized S � �� and valence-
delocalized S � �� forms as a function of pH with a pKa � 9 (207).
Comparison of the VTMCD spectrum of the valence-delocalized S � ��

[Fe2S2]� with that of a [Fe3S4]0 cluster shows that the latter is domi-
nated by electronic transitions from the valence-delocalized pair; see
Fig. 14. Tentative assignments of the higher energy bands (�500 nm)
for the valence-delocalized [Fe2S2]� cluster have been made by anal-
ogy with the valance-localized form (207). Hence, the dominant posi-
tive band at 480 nm is assigned primarily to �2S2� � Fe2.5� charge



BIOLOGICAL AND SYNTHETIC [Fe3S4] CLUSTERS 45

transfer (blue-shifted from the �2S2� � Fe3� charge transfer band at
540 nm in the localized valence form) and the higher energy bands
are assigned primarily to CysS� � Fe2.5� charge transfer (again blue-
shifted compared to the equivalent bands in the localized valence
form). However, there are no counterparts in the valence-localized
[Fe2S2]� VTMCD spectrum for the near-IR bands in the valance-
delocalized [Fe2S2]� spectrum, that is, the negative band at 610 nm,
the positive band at 705 nm, and the weak positive bands at �850
and 1070 nm. Hence, these bands have been attributed to the Fe–Fe
interactions that lead to spin-dependent valence delocalization; an as-
signment that is supported by the enhancement of vibrational modes
involving Fe–Fe displacement in the resonance Raman spectrum of
the alkaline form of C56S C. pasteurianum 2Fe Fd, using 676-nm
excitation (207).

A schematic molecular orbital diagram for the Fe–Fe interaction in
an S � �� valence-delocalized Fe2.5�Fe2.5� pair based on effective C2v

symmetry at the Fe sites and the observed electronic transitions for
the valance-delocalized [Fe2S2]� cluster is shown in Fig. 15. The domi-
nant interaction (responsible for the S � �� ground state) is the � over-
lap between the pair of dz2 orbitals, with progressively smaller � inter-
actions between pairs of dxz and dyz orbitals and � interactions
between pairs of dxy and dx2 � y2 orbitals. The three highest energy tran-
sitions are predicted to be � � �* (electric-dipole allowed, but z-polar-
ized, resulting in weak VTMCD intensity), � � � (xy-polarized, but
electric-dipole forbidden, resulting in weak VTMCD intensity), and
� � �* (xy-polarized and electric-dipole allowed, resulting in strong
VTMCD intensity). The latter two transitions are expected to be de-
rivative-shaped (pseudo A-terms) and are likely to be split in low-
symmetry biological environments. The assignments of these three
transitions for the S � �� valence-delocalized [Fe2S2]� cluster are
shown in Fig. 15. Hence, the intense derivative-shaped feature cen-
tered at 660 nm (negative band at 610 nm and positive band 705 nm)
is assigned to the � � �* transition. Assignment of the 1070-nm band
as a z-polarized transition has been confirmed by MCD magnetization
data (207). The energy of this � � �* transition is particularly impor-
tant since it corresponds to 2� (�10B), and thereby provides a direct
measurement of � � 4650 cm�1) in a valence-delocalized [Fe2S2]� clus-
ter. This agrees well with the estimates based on density functional
calculations for [Fe4S4] clusters, B � 700–900 cm�1 (208), and extrapo-
lation of the analysis for structurally characterized valence-delocal-
ized S � �� diiron centers to [Fe2S2]� clusters, B � 965 cm�1 (209). A
comprehensive discussion of electron delocalization in mixed-valence
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FIG. 15. Schematic MO diagram and proposed electronic assignments for the Fe–Fe
interaction in a valence-delocalized S � 9/2 [Fe2S2]� unit. Modified with permission
from Ref. (207).

Fe–S clusters can be found in a set of commentaries in the Journal
of Biological Inorganic Chemistry (204, 210–213).

In order to confirm analogous assignments for [Fe3S4]0 clusters and
hence quantify the resonance energy for the S � �� valence-delocalized
pairs in each of the two distinct types of VTMCD spectra, MCD mag-
netization data have been collected for bands centered around at 710
nm and 1150 nm; see Fig. 16. Uniaxial transitions such as the � �
�* transition of an Fe–Fe interaction are predicted to have anoma-
lous MCD magnetization properties for transitions originating from a
highly anisotropic doublet (70, 214). Completely different MCD mag-
netization data are observed for the bands centered at 713 and 1148
nm. The lowest temperature data at 713 nm is well fit by theoretical
data constructed for a xy-polarized transition arising from a doublet
with g� � � 8.0 and g� � 0.0. In contrast, the anomalous magnetization
behavior at 1148 nm, that is, increasing to a maximum and then de-
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FIG. 16. MCD magnetization data for the [Fe3S4]0 cluster in the D14S mutant of
dithionite-reduced P. furiosus Fd. Upper panel: Magnetization data collected at 713
nm; magnetic fields between 0 and 6.0 T; temperatures, (�) 1.68 K, (�) 4.22 K, (�) 9.7
K. The solid line is theoretical magnetization data constructed according to Ref. (214)
for a xy-polarized transition originating from the Ms � �2 doublet of an axial S � 2
ground state, with g� � 8.0 and g� � 0.0. Lower panel: Magnetization data collected at
1148 nm; magnetic fields between 0 and 6.0 T; temperatures, (�) 1.75 K, (�) 4.22 K,
(�) 9.62 K. The solid line is theoretical magnetization data constructed according to
Ref. (214) for a predominantly z-polarized transition originating from the Ms � �2
doublet of an S � 2 ground state, with g� � 8.0 and g� � 0.1, and mz/mxy � 55.

creasing as a function of �B/2kT, is predicted only for a predomi-
nantly z-polarized transition, when both the z-polarized and xy-polar-
ized transition dipole moments (mz and mxy , respectively) have the
same sign (214). For example, the lowest temperature data at 1148
nm is fit by a theoretical curve constructed of a z-polarized transition
(mz/mxy � 55) with g� � � 8.0 and g� � 0.1. The lowest energy near-
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FIG. 17. Comparison of the VTMCD spectra (4.5 K and 5 T) of the [Fe3S4]0 and
[Fe3Se4]0 centers in bovine heart aconitase. Taken from Ref. (188).

IR VTMCD band in each of the [Fe3S4]0 spectra, therefore, corre-
sponds to the uniaxial � � �* transition of Fe–Fe interaction and
the resonance delocalization energy, �, is determined to be 4290 �
25 cm�1 for Type 1 clusters and 4350 � 25 cm�1 for Type 2 clusters.
Hence, the Fe–Fe interactions within the valence-delocalized pair are
very similar in both locations.

The close similarity in the VTMCD spectra of [Fe3S4]0 and valence-
delocalized [Fe2S2]� clusters suggests that the majority of the bands
can be assigned to transitions associated with the valence-delocalized
pair. Hence, by analogy to the valence-delocalized [Fe2S2]� clusters,
the positive band at 450 nm is assigned to a �2S2� � Fe2.5� charge
transfer transition and bands to higher energy are likely to have a
large component of CysS� � Fe2.5� charge transfer. The only bands
attributable to S � Fe3� transitions at the localized-valence Fe3� site
are the relatively weak positive and negative features in the 480–600
nm region. This assignment is further supported by the comparison
of the VTMCD spectra of the [Fe3S4]0 and [Fe3Se4]0 clusters in aconi-
tase (188); see Fig. 17. The Se-induced red shifts of the bands in the
400–600 nm region are consistent with charge transfer transitions
involving primarily inorganic sulfide/selenide, and the Se-induced
blue shifts in the � � � and � � �* transitions are consistent with
larger Fe d-orbital splitting in the Se-substituted form. Near-IR MCD
studies to longer wavelengths will be required to locate the � � �*
transition and thereby assess the resonance energy for the delocalized
pair in the Se-substituted cluster. VTMCD studies of the
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FIG. 18. VTMCD spectra (4.2 K and 4.5 T) of partially reduced (i.e., [Fe3S4]0 and
[Fe4S4]2�) A. vinelandii FdI at pH 8.3 and 6.4. Taken from Ref. (70).

[Fe3S4(LS3)]3� and [Fe3Se4(LS3)]3� synthetic analog complexes (50)
would also be very useful in testing these assignments.

Protonation of the [Fe3S4]0 clusters in A. chroococcum 7Fe Fd, A.
vinelandii FdI, and S. acidocaldarius 7Fe Fd was discovered as a re-
sult of the dramatic changes in VTMCD spectra as a function of pH
(70, 71, 75, 118). VTMCD spectra for the protonated and unprotonated
forms of A. vinelandii FdI are shown in Fig. 18. On the basis of these
assignments, the changes primarily involve the �2S2� � Fe2.5� charge
transfer transition at 450 nm and the � � �* Fe–Fe transition of the
valance-delocalized pair at 700 nm. This strongly suggests a �2S2� as
the protonation site. Near-IR MCD studies to longer wavelengths are
required to locate the � � �* transition in the protonated form and
thereby directly address the protonation-induced changes at the va-
lence delocalized pair.

A major discrepancy that remains unresolved in the excited-state
properties of the [Fe3S4]0 cluster in D. gigas FdII concerns the exis-
tence of a low-lying, fully valence-delocalized state that becomes pop-
ulated at temperatures above 25 K. Such a state is clearly apparent
in the temperature-dependent Mössbauer studies of reduced D. gigas
FdII (29) and P. furiosus 3Fe Fd (198) and is represented by one quad-
rupole doublet with 
EQ � 0.9 mm/s and � � 0.45 mm/s. Such a
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state would not be expected to exhibit an S � 2 ground state, since
delocalization has a direct effect on the ground-state spin. However,
saturation magnetization data for reduced D. gigas FdII was found to
obey the Curie law from 4 to 200 K indicating that any excited state
populated over this temperature range must have the same spin as
the ground state S � 2 state (177). One possible explanation that
does not appear to have been considered explicitly is that the ‘‘fully
delocalized’’ form is due to a conformation in which the energy barrier
between configurations with different valence delocalized pairs is very
low, such that the Fe sites undergo rapid interchange compared to
the Mössbauer time scale even at temperatures as low as 25 K. As
detailed earlier, such rapid interchange between conformations has
been invoked to explain the absence of well-defined �-CH2 resonances
from the ligated cysteines in near-room-temperature NMR studies of
proteins containing [Fe3S4]0 clusters (105), and VTMCD studies indi-
cate that the majority of [Fe3S4]0 clusters exist as a mixture of two
conformations in frozen solutions that differ in the location of the
valence-delocalized pair (184).

3. Vibrational Properties

Published resonance Raman data of [Fe3S4]0 centers are limited to
a poor-quality room-temperature spectrum of D. gigas FdII (215) and
a low-temperature spectrum of P. furiosus 3Fe Fd obtained with
457.9-nm excitation (37). In part, the paucity of the available data is
a consequence of the weak resonance enhancement compared to
[Fe3S4]� centers. Nevertheless, high-quality resonance Raman spectra
have been obtained for P. furiosus using excitation wavelengths in the
range 457.9–514.5 nm (see Fig. 19), and the bands have been catego-
rized as involving predominantly Fe–Sb and Fe–St stretching on the
basis of 34Sb isotope shifts; see Fig. 20 (191). The strongly enhanced
bands at 245, 271, 287, 368 and 379 cm�1 predominantly involve
Fe–Sb stretching, since all have 34Sb downshifts � 5 cm�1. In contrast,
the weakly enhanced bands at 319, 334, and 349 cm�1 are assigned
primarily to Fe–St stretching on the basis of 34Sb downshifts 	 3 cm�1.
The spectra are completely different from those of the [Fe3S4]� clus-
ters discussed earlier, and this has impeded more detailed assign-
ments. However, the spectra are very similar to those we have ob-
tained for the valance-delocalized [Fe2S2]� clusters in alkaline
samples of the C56S and C60S mutants of C. pasteurianum 2Fe Fd
(Duin, E. C., Crouse, B. R., Meyer, J., and Johnson, M. K., unpub-
lished results). This is, of course, in accord with the VTMCD studies
of [Fe3S4]0 centers discussed previously, which indicate that the elec-
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FIG. 19. Low-temperature (20 K) resonance Raman spectra of dithionite-reduced
P. furiosus 3Fe Fd as a function of excitation wavelength (191). The asterisk indicates
a lattice mode of ice.

tronic absorption spectrum in the visible region is dominated by tran-
sitions localized on the valance-delocalized pair. The dominant en-
hancement of Fe–Sb modes with excitation wavelengths �450 cm�1 is
also in excellent agreement with the electronic assignments present
in the previous section. Hence, the dramatic difference in the reso-
nance Raman of the oxidized and reduced [Fe3S4]�,0 clusters appears
to be a consequence of selective resonance enhancement of the
valence-delocalized pair of the reduced cluster. We are in the process
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FIG. 20. Low-temperature (20 K) resonance Raman spectra of natural-abundance
and 34Sb-enriched samples of dithionite-reduced P. furiosus 3Fe Fd with 457.9-nm exci-
tation (191). The asterisk indicates a lattice mode of ice.

of effecting detailed assignments for valence-delocalized [Fe2S2]� clus-
ters and [Fe3S4]0 clusters based on isotope shifts and normal mode
analysis, and these results will be presented elsewhere.

C. [Fe3S4]� CLUSTERS AND CLUSTER FRAGMENTS

As yet there has been no spectroscopic or electrochemical evidence
for discrete [Fe3S4]� clusters in any biological sample. In contrast,
there is electrochemical evidence for a reversible three-membered
electron transfer series encompassing the [Fe3S4]�,0,� core oxidation
states for the synthetic analog complex [Fe3S4(LS3)]3� (50). However,
since the [Fe3S4]0,� potential (�1.72 V in acetonitrile) is very negative
and 0.93 V lower than the [Fe3S4]�,0 potential (�0.79 V in acetoni-
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trile), the [Fe3S4]� state in a protein is likely to be inaccessible under
physiological conditions without protonation or binding of a positively
charged transition-metal ion. Accordingly, the properties of a
putative [Fe3S4]� cluster have been deduced from studies of hetero-
metallic cubanes [MFe3S4]� where M is a redox-inactive and diamag-
netic d10 transition-metal ion such as Zn2� or Cd2�, that is, in D. gigas
FdII (32, 33, 64), D. africanus FdIII (38, 41), and P. furiosus Fd (35,
36, 198).

The combination of EPR, Mössbauer, and/or VTMCD has revealed
an S � �� ground state for the [Fe3S4]� fragment in [ZnFe3S4]� and
[CdFe3S4]� clusters. On the basis of the Mössbauer studies of the
[ZnFe3S4]� clusters in D. gigas FdII (32, 33) and P. furiosus Fd (198),
the S � �� ground state has been rationalized in terms of antiferromag-
netic exchange interaction between a valence-localized high-spin Fe2�

site (S � 2) and a valence-delocalized Fe2.5�Fe2.5� pair (S � ��). At all
temperatures, the Mössbauer spectra were analyzed as the sum of
two components in a 2 : 1 ratio, with the minor component having

EQ � 2.7–3.1 mm/s and � � 0.62 mm/s (slightly smaller than those
for a Fe2� site with tetrahedral sulfur coordination) and the major
component having 
EQ � 1.5–1.6 mm/s and � � 0.51–0.54 mm/s
(slightly higher than the valence-delocalized Fe2.5�Fe2.5� pair in the
[Fe3S4]0 cluster). The components of the valence-delocalized pairs have
very similar 57Fe-hyperfine tensors (Aav � �14 to �15 MHz), whereas
that of the localized Fe2� site is not uniquely defined (�Aav� � 7 MHz).
The presence of an S � 9/2 valence-delocalized pair is strongly sup-
ported by the VTMCD studies of the [ZnFe3S4]� clusters in P. furiosus
Fd and D. gigas FdII (35) and the [CdFe3S4]� cluster in P. furiosus Fd
(36). As illustrated by the [ZnFe3S4]� cluster in P. furiosus Fd (see
Fig. 14), the VTMCD is very similar to that of the S � 9/2 valence-
delocalized [Fe2S2]� cluster and can be assigned accordingly. The
major difference is that the transitions associated with Fe–Fe interac-
tion are all shifted to lower energy, indicative of a longer Fe–Fe dis-
tance and smaller resonance delocalization energy. As in the case of
the valence-delocalized [Fe2S2]� clusters and [Fe3S4]0 clusters, the uni-
axial � � �* transition has been identified by its anomalous MCD
magnetization behavior, since the lowest doublet of the ground-state
manifold is highly anisotropic (Duderstadt R. E., Duin, E. C., and
Johnson, M. K., unpublished results). In [ZnFe3S4]� clusters, this
transition occurs at 1265 nm, indicating significantly smaller reso-
nance delocalization energy, � � 3950 cm�1, compared to the valence-
delocalized pairs in [Fe3S4]0 clusters (� � 4290–4350 cm�1).

The ground-state properties of the [ZnFe3S4]� and [CdFe3S4]� clus-
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ters have been found to be identical in a given protein. However, al-
though it was not noted in the original publications (35, 36, 38), the
Cd and Zn heterometallic clusters in P. furiosus Fd and D. africanus
FdIII appear to exist as a mixture of two analogous forms with dis-
tinctive EPR signals. The dominant form in P. furiosus Fd has D �
�2.3 cm�1 and E/D � 0.18, and the minor form is more rhombic with
E/D � 0.3. The minor species is responsible for the low-field reso-
nance at g � 9.7, and a broad feature centered at g � 4.3 is predicted,
but obscured by overlap with the dominant more axial species. The
situation is reversed in D. africanus FdIII, with the dominant species
being a rhombic component with E/D � 0.3 that gives rise to a broad
ill-defined resonance centered at g � 4.3. The evidence for a minor
species with D � 0 and E/D � 0.18 is the appearance of a resonance
at g � 8.8 that increases with increasing temperature. In contrast,
the [ZnFe3S4]� cluster in D. gigas FdII is more homogeneous, with
ground-state properties intermediate between these two extremes,
that is, D � �2.7 cm�1 and E/D � 0.25. This difference in ground-
state properties is likely to be a consequence of thiolate as opposed to
carboxylate coordination at the Zn site, since the residue ligating the
fourth site is cysteine in D. gigas FdII and aspartate in P. furiosus Fd
and D. africanus FdIII. Moreover, the addition of a large excess of
exogenous thiolate to the [ZnFe3S4]� cluster in P. furiosus Fd results
in EPR properties analogous to those of the [ZnFe3S4]� cluster in D.
gigas FdII. Whether the observed heterogeneity in [ZnFe3S4]� and
[CdFe3S4]� clusters in P. furiosus Fd and D. africanus FdIII results
from monodentate/bidentate aspartate ligation at the Zn site and/or
conformations with different locations for the valence-delocalized pair
remains to be determined.

D. [Fe3S4]2� CLUSTERS

Following the pioneering electrochemical studies of D. africanus
FdIII coadsorbed on the electrode surface as an electroactive film
(196), protonation-assisted reduction of adsorbed [Fe3S4]0 proteins in
a cooperative two-electron process to yield a formal [Fe3S4]2� cluster
has emerged as a general property of all 3Fe-containing proteins in-
vestigated thus far (118). These include A. vinelandii FdI (169), S.
acidocaldarius 7Fe Fd (118, 119), Sulfolobus sp7 7Fe Fd (112), D.
gigas FdII (64), P. furiosus Fd (216), bovine heart aconitase (217),
and E. coli fumarate reductase (218). In each case, the reaction is
chemically reversible, the product is surprisingly inert, and the pH-
dependent redox potential is � �700 mV at pH 7. Voltammetry stud-
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ies of the pH dependence of three 7Fe Fds as coadsorbed films indi-
cate that reduction to the [Fe3S4]2� state involves the net uptake of
three protons relative to the [Fe3S4]� state (119). This protonation pre-
sumably facilitates multielectron reduction by counteracting the accu-
mulation of negative charge and the insensitivity to the protein host
suggests that the cluster itself is the site of protonation. In light of
the analysis presented earlier for the protonation site of the [Fe3S4]0

cluster, the three �2-S atoms are clearly the most likely sites for pro-
tonation. However, there is as yet no direct evidence to support this
proposal.

The ability to reversibly produce the [Fe3S4]2� redox state in S. aci-
docaldarius 7Fe Fd by bulk electrochemical reduction in solution has
afforded the opportunity to investigate the ground- and excited-state
properties using absorption, VTMCD, and EPR spectroscopies (119).
The absence of an EPR signal in parallel or perpendicular mode, cou-
pled with the lack of significant visible absorption and a MCD spec-
trum that most closely resembles that of reduced rubredoxin, support
the notion of an all-Fe2� cluster with an integer spin ground state.
However, overlap with the MCD spectrum of the [Fe4S4]� cluster has
impeded reliable assessment of the temperature and field dependence
of the MCD bands below 400 nm that are attributable to the [Fe3S4]2�

center. Hence, the ground-state spin (S � 0, 1, 2 . . .) remains to be
determined. Although it seems unlikely that the [Fe3S4]0,2� couple is
physiologically relevant in any of the 3Fe-containing enzymes or pro-
teins investigated thus far, the discovery of [Fe3S4]2� clusters does il-
lustrate the potential of [Fe3S4] clusters to act as a multiple electron–
proton transfer agents, and they are attractive candidates for
intermediates in the assembly of cubane-type [Fe3S4] and [Fe4S4] clus-
ters (119).

VI. Cluster Conversions

Although [Fe3S4] clusters have been found to exhibit rich cluster
conversion chemistry, there is as yet no evidence that these processes
form the basis for regulatory roles to control enzyme activity or gene
expression. The three major types of cluster conversions that have
been observed or proposed for biological [Fe3S4] clusters are summa-
rized in Fig. 21. By far the most common type of cluster transforma-
tion involving biological [Fe3S4]�,0 clusters is the reductive incorpora-
tion of Fe2� ion to yield [Fe4S4]2�,� clusters, as first demonstrated in
aconitase (13) and D. gigas FdII (14), and the reverse process, namely,
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FIG. 21. Cluster conversions involving [Fe3S4]� clusters. The cluster conversion in (c)
has been proposed on the basis of EPR, VTMCD, and resonance Raman studies, but
has yet to be confirmed by Mössbauer or more direct structural techniques.

the oxidative loss of Fe from [Fe4S4]2�,� clusters to yield [Fe3S4]� clus-
ters, as first demonstrated in C. pasteurianum 8Fe Fd (10); see Fig.
21a. With the exception of aconitase, which has hydroxyl coordination
of the unique Fe site (175), the former process generally requires a
coordinating residue such as cysteinate, aspartate, or serinate in close
proximity to the tri–�2–S2� face of the cluster in order to ligate and
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stabilize the incorporated Fe. Ferricyanide has proven remarkably ef-
fective for inducing oxidative degradation of [Fe4S4]2�,� clusters and
site-differentiated [Fe4S4]2�,� clusters with oxygenic coordination at a
specific Fe site (e.g., hydroxyl in aconitase (175), and aspartyl in P.
furiosus Fd (42) and D. africanus FdIII (43, 108)) undergo particularly
rapid and facile conversion to [Fe3S4]� clusters. In many enzymes and
proteins, aerial oxidative degradation of [Fe4S4]2�,� clusters to yield
[Fe3S4]� clusters can occur during aerobic or semianaerobic isolation
procedures. Hence, there are numerous examples of enzymes and pro-
teins that have stoichiometric or substoichiometric amounts of
[Fe3S4]� clusters as purified, as judged by EPR spin quantitations,
that turn out to be oxidative artifacts, such as 4Fe and 8Fe ferredox-
ins (10, 219), aconitase (13) and other Fe–S dehydratases (220, 221),
endonuclease III (222), glutamine phosphoribosylpyrophosphate ami-
dotransferase (223), lysine 2,3-aminomutase (224), anaerobic ribonu-
cleotide reductase (225, 226), pyruvate formate–lyase-activating en-
zyme (227), and fumarate and nitrate reductase regulation (FNR)
protein (228, 229).

The cuboidal [Fe3S4]� cluster in aconitase is unique in its ability to
undergo conversion to a linear [Fe3S4]� cluster at pH � 9 (44). This
cluster conversion was apparent from marked changes in the visible
absorption spectrum (brown to purple), loss of the characteristic g �
2.01 EPR resonance, and the appearance of a rhombic S � 5/2 EPR
signal with features at g � 4.3 and 9.6, similar to that observed for
adventitiously bound Fe3� ion. However, Mössbauer studies revealed
that the S � 5/2 spin system resulted from three antiferromagneti-
cally coupled Fe3� ions, each in an approximately tetrahedral environ-
ment of S atoms (44). Analysis in terms of a spin coupling model re-
vealed that the S � 5/2 ground state is a consequence of highly
asymmetric coupling among the three Fe atoms, J13 � J23 � 2J12 . This
is consistent with a linear as opposed to triangular arrangement of
Fe atoms, and the close correspondence in absorption, EPR, Möss-
bauer, and VTMCD properties (44, 45) compared to those of structur-
ally characterized clusters with linear [Fe3S4]� cores (48), has pro-
vided unambiguous evidence for the structure shown in Fig. 21b.
Protein-chemical methods have shown that only two of the cysteine
residues ligating the cuboidal [Fe3S4]� cluster (Cys421 and Cys424)
are retained for the linear [Fe3S4]� cluster, with the other two cysteine
ligands (Cys250 and Cys257) being recruited from a nearby helix
(219). On the basis of the crystal structure of aconitase (167), a con-
siderable protein conformational change is required to bring these
new ligands into position.
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A new type of cluster conversion has been proposed in the A33C
mutant of P. furiosus Fd as a result of EPR, VTMCD, and resonance
Raman studies (46). On the basis of the 3D NMR structure of a
[Fe4S4]-containing form, the A33C mutation is expected to position a
fourth cysteine residue within 4 Å of one of the Fe atoms of the [Fe3S4]
cluster. As expressed in E. coli, the mutant Fd contains a normal
cuboidal [Fe3S4]� cluster, but VTMCD and EPR data indicate that the
cluster can be reversibly converted to a form with a rhombic S � 5/2
ground state by the addition of polyethylene glycol (PEG). Although
the EPR resonance with features at g � 9.7 and 4.3 is very similar to
those of adventitiously bound Fe3� ion and a linear [Fe3S4]� cluster,
the unique form of the VTMCD spectrum points to a new type of S �
5/2 [Fe3S4]� cluster. Since resonance Raman spectra in the presence
of PEG comprise features expected for [Fe2S2]2� and FeIIIS4 units, we
have tentatively interpreted this medium-dependent spin state
change in terms of ligation of the fourth cysteine and concomitant
cleavage of one of the �3S–Fe bonds; see Fig. 21c. This type of struc-
ture was originally proposed as an alternative to the cuboidal [Fe3S4]
cluster, prior to definitive crystallographic characterization (5, 15, 17).
Mössbauer and EXAFS studies are in progress to test the validity of
this proposal.

VII. Synthetic Model Compounds

Shortly after the discovery of 3Fe centers, Henkel and co-workers
synthesized the first example of a trinuclear Fe–S compound,
[Fe3S(S2-o-xyl-4,5-Me2)3]2� (S2-o-xyl � o-xylene-�,��-dithiolate) (230).
This compound and the closely related [Fe3S(S2-o-xyl)3]2� compounds
synthesized by Holm and co-workers (231) contain an apical �3–S
atom bonded to three Fe(II) ions in a nearly equilateral triangle. Each
Fe is coordinated to one terminal and one bridging sulfur atom of
the dithiolate ligand, giving FeIIS4 units and an overall structure that
approximates to C3 symmetry (1). The average metrical parameters
(Fe–Fe � 2.82 Å; Fe–�3S � 2.32 Å; Fe–�2S � 2.36 Å; Fe–St � 2.29 Å
(231)) are similar to those of the [Fe3S4]0 cluster in the [Fe3S4(LS3)]3�

complex (Fe–Fe � 2.70 Å; Fe–�3S � 2.31 Å; Fe–�2S � 2.26 Å; Fe–
St � 2.32 Å; see Table III), except for a 0.1-Å increase in the Fe–Fe
and Fe–�2S distances, which is consistent with bridging thiolates as
opposed to bridging sulfides.
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Since the complex [Fe3S(S2-o-xyl)3]2� in acetonitile showed only one
quasi-reversible oxidation and irreversible reduction at very negative
potentials, characterization has been restricted to the overall �2 oxi-
dation state. NMR studies demonstrated retention of the solid-state
structure in acetonitrile solution, and the solution optical absorption
and magnetic properties are indicative of magnetically interacting
FeIIS4 units (231). Clearly, these compounds are excellent models for
an all ferrous [Fe3S4]2� clusters with protonated �2–S atoms and merit
more detailed investigation of their ground-state and excited-state
properties using Mössbauer, saturation magnetization, and VTMCD
studies. In the early 1980s, we carried out preliminary VTMCD stud-
ies of [Fe3S(S2-o-xyl)3]2� in acetonitrile solutions (Kowal, A. T., John-
son, M. K., and Holm, R. H., unpublished results). The VTMCD spec-
trum is indeed similar to that deduced for the [Fe3S4]2� cluster in the
four-electron reduced form of S. acidocaldarius 7Fe Fd (119), and
magnetization studies indicate a paramagnetic, integer spin ground
state.

The synthesis of a compound with a [Fe3S4] core analogous to that
found in proteins proved to be a challenging task that was finally
accomplished by Zhou and Holm in 1995 (49). This was the result of
an extensive research program initiated by the Holm group soon after
the discovery of biological 3Fe centers in 1980. A brief overview of the
different stages of this work is presented next.

In a systematic search for new species (48, 232), the reactions of
FeCl2 or [FeCl4]2� with 1–4 equivalents of thiolate were investigated.
The intention was to use the resultant Fe(II)–thiolate complexes as
reactants with elemental sulfur in the synthesis of Fe–S clusters.
This approach led to the synthesis of trinuclear compounds such as
(Et4N)3[Fe3(SPh)3Cl6] (232, 233); an all-ferric cluster with a planar
Fe3(�2–SPh)3 ring (�Fe–S–Fe �140�, Fe–Fe distances � 4.46 Å, and
phenyl groups coplanar with the ring) and distorted tetrahedral
Fe(SPh)2Cl2 units (233). Another of the products, [Fe(SEt)4]2�, proved
to be very reactive and afforded direct entry to a variety of bi-, tri-,
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and hexanuclear clusters (48). Of particular importance was the syn-
thesis and characterization of (Et4N)3[Fe3S4(SR)4] (R � Et, Ph) (2),
which contains the linear [Fe(�2–S)2Fe(�2–S)2Fe]� core (48, 234). Each
Fe atom occupies an approximately tetrahedral site with an Fe–Fe
separation of 2.71 Å. Magnetic susceptibility and EPR measurements
indicated an S � 5/2 ground state, and Mössbauer spectra revealed
the presence of high-spin Fe(III) ions in two magnetic subsites in a
2 : 1 ratio. The more intense subsite corresponds to the two end Fe(III)
sites, which have magnetic moments parallel to each other and to the
total moment of the cluster. The less intense subsite is the central
Fe(III) site, which has its magnetic moment antiparallel to the cluster
total moment. Thus, individual iron spins, Si � 5/2, combine to pro-
duce a total spin �S � � �S1 � S2 � S3� � 5/2. As discussed in the
preceding section, this complex was crucial to the discovery of linear
[Fe4S4]� clusters in alkaline forms of mitochondrial aconitase. It also
provided a synthetic route to several heterometallic cubanes,
[MFe3S4]; see later discussion.

In the previous issue of this series devoted to ‘‘Iron–Sulfur Pro-
teins,’’ Holm summarized a body of work that showed how different
terminal ligation at one Fe site of a protein-bound or synthetic [Fe4S4]
cluster leads to 3 : 1 site-differentiated clusters (235). This results
not only in special properties for this unique Fe, but also in destab-
ilization of this site upon oxidation and the formation of the
cuboidal [Fe3S4] clusters in proteins. This suggested a strategy for the
synthesis of the cuboidal [Fe3S4] core that was based on iron-site-
differentiated [Fe4S4] clusters. However, the synthetic analogs
[Fe4S4(SR)4]2�,3� possess effectively equivalent Fe subsites and un-
dergo statistical ligand substitution reactions. This problem was
solved by the synthesis of a semirigid trithiol ligand 1,3,5-tris((4,6-
dimethyl-3-mercaptophenyl)thio)-2,4,6-tris(p-tolylthio)benzene (LS3)
( ) (236). LS3 is largely predisposed to capture a cubane cluster in a
ligand substitution reaction. The ligand is sufficiently flexible that it
binds the [Fe4Se4]2� core, which has a van der Waals volume �25%
larger than that of a [Fe4S4]2� core (50).
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The single cubane cluster [Fe4S4(LS3)L�]z� (4) with L� as Cl� (z �
2), a good leaving group, formed the starting point for a systematic
investigation of the site-specific reactivity of cubane clusters and the
formation of a diverse set of products (235–240). The nature of the
ligand(s) L� at the unique iron subsite influenced the isotropically
shifted 1H NMR resonances of the 4Me, 5H, and 6Me substituents of
the phenyl rings in the coordinating arms of the ligand and resulted
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in shifts in the cluster redox potential. Both of these properties were
also used for the characterization of mixed metal clusters coordinated
by LS3 (51).

The 1H NMR isotropic shifts for nearly all [Fe4S4(LS3)L�]z� com-
pounds were sufficiently similar to demonstrate a common S � 0
ground state, as expected for a [Fe4S4]2� core. However, this was not
the case for clusters obtained from reactions with alkyl isonitriles,
and the structure of the product revealed approximately octahedral
coordination at the unique Fe site with three isonitriles bound in fa-
cial arrangement (238, 239). Mössbauer spectroscopic and magnetic
susceptibility studies of [Fe4S4(LS3)(t-BuNC)3]� (239) demonstrated
the existence of a valence-localized low-spin Fe(II) subsite (S � 0),
assigned to the trigonal Fe(t-BuNC)3 group, and a spin-isolated
[Fe3S4]0 cluster fragment. The latter was shown to have the same
ground-state and valence-delocalization properties as a protein-bound
S � 2 [Fe3S4]0 cluster and hence provided the first evidence that these
were intrinsic properties of the cluster core as opposed to being in-
duced by the protein environment.

Based on the behavior in proteins, it might be expected that a sim-
ple oxidation step will transform an [Fe4S4] cluster into an [Fe3S4]
cluster. Such behavior is indeed observed with synthetic [Mo4S4]
clusters (235). This procedure was attempted by Weterings et al. us-
ing [Fe4S4(S-t-Bu)4]2� (241). Oxidation by [Fe(CN)6]3� in DMF/buffer
at �40�C yielded a cluster that was spectroscopically (EPR, Möss-
bauer) similar to the Fe3S4 cluster in proteins. Unfortunately, the
cluster was not stable at room temperature, and no crystals could be
obtained. A similar method was used by Roth and Jordanov (242).
Oxidation of [Fe4S4(S-2,4,6-(i-Pr)3C6H2)4]2� with [Fe(CN)6]3� in aprotic
media (CH2Cl2 , CH3CN) resulted in a species with a [Fe4S4]3� core. In
aqueous media (DMF/H2O or CH3CN/H2O) a [Fe3S4]� center was
formed, but the cluster was unstable and underwent rapid decompo-
sition.

Since no other attempts are described in the literature, it would
appear that oxidative degradation of synthetic [Fe4S4] clusters has
thus far proven unsuccessful in furnishing [Fe3S4] models suitable for
crystallographic and detailed spectroscopic analysis. Holm and co-
workers tried a different approach that led to the synthesis and de-
tailed characterization of a synthetic compound containing a [Fe3S4]0

core (49, 50). The trinuclear cluster was formed by abstraction of a
Fe2� ion from a site-differentiated [Fe4S4]2� core ligated by the tri-
thiolate cavitand ligand, LS3 . Reaction of [Fe4S4(LS3)(SEt)]2� with
(Et3NH)(OTf) (OTf � triflate) affords [Fe4S4(LS3)(OTf)]2�, in which the
unique Fe site is activated toward terminal ligand substitution.
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Treatment with 1 equivalent of the Fe2�-ion chelator (Et4N)(Meida)
(Meida � N-methylimidodiacetate), affords [Fe4S4(LS3)(Meida)], which
was readily converted to [Fe3S4(LS3)]3� with 1–2 equivalents of addi-
tional reactant. The Fe2� was abstracted as [Fe(Meida)2]2�. Subse-
quently an alternative synthesis was found involving removal of the
Mo(CO)3 fragment in [(CO)3MoFe3S4(LS3)]3� by treatment with CO in
the presence of NaPF6 (243). X-ray structure determination of
(Et4N)3[Fe3S4(LS3)] showed that the cuboidal core is metrically very
similar to the cubane core of [Fe4S4(LS3)Cl�]2� and to protein-bound
[Fe3S4]�,0 clusters (50). A detailed structural comparison was pre-
sented earlier; see Table III, Fig. 2, and Section IV. The similarity of
the EPR and Mössbauer data compared to protein-bound [Fe3S4]0 clus-
ters (50), see Section V,B,1, showed unequivocally that the protein
structure is not needed to sustain the arrangement of an S � 9/2
valence-delocalized Fe2.5�Fe2.5� pair antiferromagnetically coupled to
an S � 5/2 Fe3� site that leads to the S � 2 ground state. Rather, it
is an intrinsic property of the [Fe3S4]0 core and was shown to be pre-
served in the [Fe3Se4]0 core of the [Fe3Se4(LS3)]3� complex. Both the
[Fe3S4(LS3)]3� and [Fe3Se4(LS3)]3� were shown to undergo reversible
one-electron oxidation (Em � �0.79 and �0.80 V, respectively) and
reduction (Em � �1.72 and �1.67 V, respectively) in acetonitile solu-
tions (50). Detailed spectroscopic and structural characterizations of
these oxidized and reduced forms, containing [Fe3S4]� and [Fe3S4]�

cores, respectively, would answer many of the unresolved questions
concerning [Fe3S4] clusters and is awaited with great interest.

VIII. Mixed Metal Clusters

A. PROTEIN-BOUND [MFe3S4] CLUSTERS

The concept of an [Fe3S4] cluster as a redox active, quasi-rigid li-
gand for heterometal ions to form heterometallic cubane clusters was
first demonstrated in 1986 by the formation of a [CoFe3S4]2� cluster in
D. gigas FdII (31). Since then, experiments with three distinct pro-
teins, D. gigas FdII, P. furiosus Fd, and D. africanus FdIII, have re-
ported the preparation and characterization of eight protein-bound
heterometallic cubanes [MFe3S4], M � Cr (36), Mn (35), Co (35, 64),
Ni (34, 64, 198), Cu (36, 40), Zn (32, 35, 38, 198), Cd (33, 38, 64), and
Tl (37, 39), using the generalized reaction (n � 1, 2):

[Fe3S4]� � M2�,� � ne� s [MFe3S4]2�,�
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Kinetics studies have provided evidence for binding of Co2� and Mn2�

to the 3Fe cluster in aconitase (244), and electrochemical studies have
shown that the 3Fe cluster in D. africanus FdIII has a high affinity
for Pb2� (41), but these clusters have yet to be characterized spectro-
scopically. No crystallographic data are available for proteins con-
taining heterometallic cubanes, and evidence for their formation and
properties comes from changes in EPR, Mössbauer, VTMCD, and re-
dox properties in the presence of excess exogenous metal ion. The
spectroscopic evidence is particularly persuasive for clusters with S �
1/2 ground states involving heterometals with naturally abundant
magnetic nuclei, since they usually exhibit well-resolved nuclear hy-
perfine structure on one component of the EPR signal, for example,
[CoFe3S4]2� (31, 35), [TlFe3S4]2� (37, 39) and [CuFe3S4]2� (36). The relia-
bility of the spectroscopic approaches for assessing the formation of
heterometallic cubanes in Fds has been attested to by the close simi-
larity in the properties of protein-bound and crystallographically de-
fined synthetic clusters with [NiFe3S4]� and [CoFe3S4]2� cores (245).
Armstrong and co-workers have devised an elegant electrochemical
method, in which the Fd is coadsorbed as a stable electroactive film,
to assess the formation and redox properties of heterometallic cu-
banes in D. africanus FdIII (38). This has led to estimates of equilib-
rium dissociation constants as a function of the metal ion and estab-
lished an affinity order Pb2� � Cu� � Cd2� � Tl� � Zn2� � Fe2� �
Co2� with respect to metal ion binding to the [Fe3S4]0 cluster (41).

A summary of the spin states identified for protein-bound
[MFe3S4]2,� clusters is shown in Table VII. EPR and VTMCD studies
have shown that the [TlFe3S4]2�,� and [CuFe3S4]2�,� clusters are best
considered as Tl� and Cu� coordinated by S � 1/2 [Fe3S4]� or S � 2
[Fe3S4]0 fragments (36, 37, 39, 40). In general, [Fe3S4]� clusters have
low affinity for binding metal ions and stable heterometallic clusters
are only formed with large, polarizable, monovalent, thiophilic metal
ions. For all other heterometallic cubanes, VTMCD and/or Mössbauer
studies indicate that formulations in terms of a high-spin M2� ion in-
teracting with an S � 2 [Fe3S4]0 or S � 5/2 [Fe3S4]� fragment are more
appropriate (31, 33–40, 198). For example, all heterometallic clusters,
except for [TlFe3S4]2� and [CuFe3S4]2�, exhibit an intense positive
MCD band centered between 700 and 800 nm, which is the hallmark
of the S � 9/2 valence-delocalized Fe2.5�Fe2.5� pair in the [Fe3S4]0 and
[Fe3S4]� cluster fragments. In 1991, this formulation led us to propose
that the ground-state spin for clusters involving paramagnetic diva-
lent transition metal ions could be rationalized on the basis of antifer-
romagnetic coupling between the high-spin M2� ion and an S � 2
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TABLE VII

SUMMARY OF PREDICTED AND OBSERVED GROUND-STATE PROPERTIES OF PROTEIN-BOUND

[MFe3S4] CLUSTERS

Metal ion Cluster fragment Ground state

Cluster Mn� Spin Ox. state Spin Predicted Observed Ref.

[Fe4S4]� Fe2� 2 [Fe3S4]� 5/2 1/2 1/2, 3/2 42, 43
[Fe4S4]2� Fe2� 2 [Fe3S4]0 2 0 0 42, 43
[CrFe3S4]� Cr2� 2 [Fe3S4]� 5/2 1/2 3/2 36
[CrFe3S4]2� Cr2� 2 [Fe3S4]0 2 0 0 36
[MnFe3S4]� Mn2� 5/2 [Fe3S4]� 5/2 0 0 35
[CoFe3S4]� Co2� 3/2 [Fe3S4]� 5/2 1 1 35

Co� 1 [Fe3S4]0 2 1 1
[CoFe3S4]2� Co2� 3/2 [Fe3S4]0 2 1/2 1/2 31, 35
[NiFe3S4]� Ni2� 1 [Fe3S4]� 5/2 3/2 3/2 34, 198

Ni� 1/2 [Fe3S4]0 2 3/2 3/2
[CuFe3S4]� Cu� 0 [Fe3S4]� 1/2 1/2 1/2 36, 40
[CuFe3S4]2� Cu� 0 [Fe3S4]0 2 2 2 36, 40
[ZnFe3S4]� Zn2� 0 [Fe3S4]� 5/2 5/2 5/2 32, 35, 38, 198
[ZnFe3S4]2� Zn2� 0 [Fe3S4]0 2 2 2 35, 38
[CdFe3S4]� Cd2� 0 [Fe3S4]� 5/2 5/2 5/2 36, 38
[CdFe3S4]2� Cd2� 0 [Fe3S4]0 2 2 2 36, 38
[TlFe3S4]� Tl� 0 [Fe3S4]0 2 2 2 37, 39
[TlFe3S4]2� Tl� 0 [Fe3S4]� 1/2 1/2 1/2 37, 39

[Fe3S4]0 or S � 5/2 [Fe3S4]� fragment (35, 246); see Table VII. For
example, the ground states of the S � 1 [CoFe3S4]� and S � 1/2
[CoFe3S4]2� clusters were rationalized by coupling a S � 3/2 Co2� ion
with an S � 5/2 [Fe3S4]� and S � 2 [Fe3S4]0 fragment, respectively.
Although the simplicity of this model is attractive, it lacks theoretical
justification, and it does not explain the S � 3/2 [Fe3S4]� and
[CrFe3S4]� clusters in P. furiosus Fd (see Table VII), the variability in
redox potentials (see Table VIII), and the Mössbauer data for
[CoFe3S4]� clusters (14) and [NiFe3S4]� clusters (198, 245). The latter
point is best illustrated by a comparison of Fe isomer shifts. The
average Fe isomer shifts for the [CoFe3S4]� and [NiFe3S4]� clusters,
� � 0.53 mm/s and 0.47–0.50 mm/s, respectively, are intermediate
between the values established for an [Fe3S4]0 cluster (� � 0.42
mm/s) or an [Fe3S4]� fragment (� � 0.56 mm/s), indicating hetero-
metal ion oxidation states between �1 and �2. Hence, the underlying
assumptions of this model, that is, well-defined oxidation states for
the heterometal ion and the cluster fragment, with the redox chemis-
try confined exclusively to the cluster fragment, are not strictly valid.
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TABLE VIII

REDOX POTENTIALS (mV VS NHE AT pH 7–8) FOR PROTEIN-BOUND CLUSTERS

Protein

Core couple D. africanus Fd III D. gigas Fd II P. furiosus Fd Refs.

[Fe3S4]1�,0 �140a �130a �160b 35, 38, 64
[MnFe3S4]2�,1� ��100b,c 35
[Fe4S4]2�,1� �400a �420a �345b 35, 38, 64
[CoFe3S4]2�,1� �271a �245a �163b 35, 41, 64
[NiFe3S4]2�,1� �360a ��100b,c 35, 64
[ZnFe3S4]2�,1� �480a �241b 35, 38
[CdFe3S4]2�,1� �580a �495a �470b 36, 38, 64
[PbFe3S4]2�,1� �440a 41
[CrFe3S4]2�,1� �440a 36
[CuFe3S4]2�,1� �148a �190a 36, 40
[TlFe3S4]2�,1� �81a �120a,d 39

a Determined by direct electrochemistry at a glassy carbon electrode (cyclic, differen-
tial pulse, or square-wave voltammetry).

b Determined by dye-mediated EPR redox titrations.
c At potentials above �100 mV, these clusters undergo loss of the heterometal ion

with concomitant formation of [Fe3S4]� clusters.
d Fu, W., Adams, M. W. W., and Johnson, M. K., unpublished results.

Indeed, it seems likely that the success of the fragment formulation
model in explaining the ground-state spins of the S � 1 [CoFe3S4]�

and S � 3/2 [NiFe3S4]� clusters may be a consequence of both M�/
[Fe3S4]0 and M2�/[Fe3S4]� coupling schemes correctly predicting the ob-
served ground states; see Table VII. More sophisticated spin coupling
models for heterometallic cubanes based on density functional theory
calculations are now starting to be developed (247).

In comparing the redox and detailed spectroscopic properties of the
heterometallic cubanes assembled in D. gigas FdII, P. furiosus Fd,
and D. africanus FdIII, differences in the ligation at the heterometal
site must be borne in mind. Given the NMR evidence for aspartate
binding to the unique Fe site of the [Fe4S4] cluster in P. furiosus Fd
(63), it is likely that the heterometal site is ligated by aspartate in
both P. furiosus Fd and D. africanus FdIII. However, the ability of
aspartate to act as a monodentate or bidentate ligand may be impor-
tant in understanding heterogeneity and differences in the properties
of the clusters in these two proteins; for example, see Section V,C.
Convincing evidence that cysteinate ligates the heterometal site in D.
gigas FdII comes from the observation that excess �-mercaptoethanol
(at pH � 10) converts the EPR of the [Fe4S4]�, [NiFe3S4]�, and
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[ZnFe3S4]� clusters in P. furiosus into spectra indistinguishable from
those observed for the equivalent clusters in D. gigas FdII (35, 248).
Moreover, mutation of the coordinating aspartate in P. furiosus Fd
(65, 249) and D. africanus FdIII (250) to cysteine converts the mixed
spin (S � 1/2 and 3/2) [Fe3S4]� clusters into homogeneous S � 1/2
[Fe4S4]� clusters with EPR and MCD properties identical to those of
the all-cysteine-ligated [Fe4S4]� cluster in D. gigas FdII. There is also
persuasive spectroscopic evidence (EPR and/or VTMCD) for CN�

binding at the unique metal site of the [ZnFe3S4]�, [CoFe3S4]�, and
[NiFe3S4]� clusters in P. furiosus Fd (34, 35). Such behavior has been
observed for the [Fe4S4]� cluster in P. furiosus Fd, with combinations
of EPR, VTMCD, and ENDOR studies providing unambiguous evi-
dence for the binding of a single CN� at the unique Fe site (251, 252).

The preceding discussion sets the stage for a qualitative rational-
ization of the trends in redox potentials of protein-bound [MFe3S4]2�,�

clusters; see Table VIII. The clusters are divided into two groups, de-
pending on whether or not they undergo formal redox cycling between
[Fe3S4]�,0 and [Fe3S4]0,� fragments within the biologically accessible
range of potentials. In principle, both couples are accessible to each
heterometallic cubane, but only one is observed, that is, thiophilic,
monovalent ions such as Cu� and Tl� decrease the potential of both
couples, bringing the [Fe3S4]�,0 couple into the biologically accessible
range and taking the [Fe3S4]0,� couple to � �700 mV, whereas diva-
lent transition-metal ions increase the potential of both couples, tak-
ing the [Fe3S4]�,0 couple above �400 mV and bringing the [Fe3S4]0,�

couple into the biologically accessible range. (The negligible affinity of
the [Fe3S4]� clusters for divalent heterometal ions would undoubtedly
result in loss of the heterometal even if potentials � �400 mV were
accessible.) Within each group, the range of potentials can be gener-
ally be rationalized on the basis of the ability of the heterometal site
to donate or withdraw electron density from cluster fragments, re-
sulting in a decrease or increase in the cluster potential, respectively.
For clusters with [Fe3S4]�,0 couples, the order of potentials Tl � Cu
has been established in both D. africanus FdIII and P. furiosus Fd.
This is consistent with Tl� being a better electron donor than Cu� as
a result of its increased size and polarizability.

For heterometallic clusters with [Fe3S4]0,� couples, the order poten-
tials can be summarized as follows:

Cd � Cr � Fe � Zn � Co � Mn,Ni in P. furiosus Fd
Cd � Zn � Fe � Co in D. africanus FdIII
Cd � Ni � Fe � Co in D. gigas FdII
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The origin of the differences between these proteins, that is, the in-
version of the order of Zn and Fe between P. furiosus Fd and D. afri-
canus FdIII and the anomalously high potential of the Ni cluster in
D. gigas FdII, is unknown at present, but may well reflect differences
in the ligation of the heterometal (i.e., monodentate or bidentate
aspartate in D. africanus FdIII and P. furiosus and cysteinate in D.
gigas FdII). We have attempted to rationalize the sequence in P. furio-
sus on the basis of this model in light of the available spectroscopic
data (36). Relative to Zn, the heterometal sites in the Fe, Cr, and Cd
clusters are progressively better electron donors. For Cd, this is once
again explained on the basis of increased size and polarizability,
whereas for Cr and Fe this would require a formal oxidation state
between �2 and �3 for the unique metal site in the [FeFe3S4]� and
[CrFe3S4]� clusters. Such a conclusion is consistent with the propen-
sity of these metal ions for �2 and �3 oxidation states and NMR and
57Fe-ENDOR studies of P. furiosus that indicate that the aspartyl-
ligated Fe atom of the [Fe4S4]� center is part of the valence-delocalized
Fe2.5�Fe2.5� pair (170, 253). In contrast, the heterometal sites in the Co
and Ni/Mn clusters are progressively better electron acceptors rela-
tive to Zn. Within the framework of this model, this would require a
formal oxidation state between �1 and �2 for the Co, Ni, and Mn
sites in [CoFe3S4]�, [NiFe3S4]� and [MnFe3S4]� clusters. This is in ac-
cord with the Mössbauer data for the [CoFe3S4]� and [NiFe3S4]� clus-
ters (see earlier discussion) which indicate an oxidation state slightly
below �2 for Co and intermediate between �1 and �2 for Ni. Al-
though additional Mössbauer studies for a wider range of clusters are
required, it seems likely that the [MFe3S4]2�,� midpoint potential pro-
vides a reliable, albeit qualitative, indicator of the charge distribution
between the heterometal and the cluster fragment.

These studies of protein-bound heterometallic cubanes have amply
demonstrated that the heterometal site is redox active and able to
bind small molecules. Although they have yet to be identified as in-
trinsic components of any protein or enzyme (except as part of the
nitrogenase FeMo cofactor cluster (254)), they are clearly attractive
candidates for the active sites of redox enzymes.

B. SYNTHETIC [MFe3S4] CLUSTERS

The systematic development of the chemistry of synthetic [MFe3S4]
clusters is largely the work of Holm and co-workers and has occurred
in parallel and synergistically with the development of the protein-
bound analogs. A comprehensive review of this work up to 1992 can
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be found in the previous issue in this series on iron–sulfur proteins
(235). Here we present a brief overview of the early work and focus
on the recent results, with particular emphasis on the metal ion incor-
poration reactions of the [Fe3S4(LS3)]3� cluster.

The initial motivation for the synthesis of heterometallic cubanes
was provided by EXAFS data on nitrogenase, which indicated that
the active site FeMo cofactor contained a cuboidal MoFe3S3 frag-
ment (255, 256). This led to the synthesis of a wide range of single and
double (5) cubanes involving [MoFe3S4]3�,2�, [VFe3S4]3�,2�, [WFe3S4]3�,
[NbFe3S4]3�,2�, and [ReFe3S4]4�,3� cores, via self-assembly reactions in-
volving the appropriate tetrahedral [MS4]z� precursor (235, 257). An
alternative route involving reductive rearrangement of a linear
[Fe3S4(SR)4]3� cluster in the presence of low-valent metals (Mo(0),
W(0), Co(I), Ni(0)) was subsequently developed specifically for metals
that do not have stable tetrathiometalates (245, 258, 259). This
led to the synthesis of clusters with [MoFe3S4]0, [WFe3S4]0, [CoFe3S4]2�,
and [NiFe3S4]� cores. More recently, a range of new heterometallic
cubanes have been synthesized with [CuFe3S4]�, [AgFe3S4]�,
[TlFe3S4]�, [CoFe3S4]� cores, and new routes to clusters with
[MoFe3S4]0, [WFe3S4]0, and [NiFe3S4]� cores have been developed, by
investigating the metal ion incorporation reactions of the
[Fe3S4(LS3)]3� cluster (51, 260). These reactions and the compounds
involved are summarized in Fig. 22. The conformational flexibility of
the LS3 ligand impedes crystallization, and the evidence for the heter-
ometallic structures shown in Fig. 22 is based largely on 1H NMR.
Isotropic shifts of protons on the pendant arms of the LS3 ligand have
been found to be exquisitely sensitive to the identity of the hetero-
metal (51).

It has not been possible to obtain homogeneous samples of synthetic



FIG. 22. Metal ion incorporation reactions of [Fe3S4(LS3)]3� in acetonitrile solution. Taken with permission from Ref. (51).
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TABLE IX

SUMMARY OF THE GROUND-STATE PROPERTIES OF REPRESENTATIVE EXAMPLES OF SYNTHETIC SINGLE

AND DOUBLE CUBANES CONTAINING [MFe3S4] CLUSTERS AND RATIONALIZATION IN TERMS OF THE

FRAGMENT FORMULATION MODEL

Cluster
Metal iona fragment Ground state

Cluster
Complexb core M n� Spin Ox. state Spin Predicted Observed Ref.

[MoFe3S4(SR)4(al2cat)]2� [MoFe3S4]3� Mo3� 1/2 [Fe3S4]0 2 3/2 3/2 261
[MoFe3S4(SR)3(al2cat)(EtCN)]3� [MoFe3S4]2� Mo3� 1/2 [Fe3S4]� 5/2 2 2 261
[(CO)3MoFe3S4(LS3)]3� [MoFe3S4]0 Mo0 0 [Fe3S4]0 2 2 2 243
[W2Fe6S8(SEt)9]3� [WFe3S4]3� W3� 1/2 [Fe3S4]0 2 3/2 3/2 257
[V2Fe6S8(SEt)9]3� [VFe3S4]3� V3� 1 [Fe3S4]0 2 1 0 257
[VFe3S4(SR)3(DMF)3]� [VFe3S4]2� V2� 1/2 [Fe3S4]0 2 3/2 3/2 262

V3� 1 [Fe3S4]� 5/2 3/2 3/2
[Nb2Fe6S8(SEt)9]3� [NbFe3S4]3� Nb3� 1 [Fe3S4]0 2 1 0 257
[Nb2Fe6S8(SEt)9]5� [NbFe3S4]2� Nb2� 1/2 [Fe3S4]0 2 3/2 3/2 257

Nb3� 1 [Fe3S4]� 5/2 3/2 3/2
[ReFe3S4(SEt)4(dmpe)]� [ReFe3S4]3� Re3� 0 [Fe3S4]0 2 2 2 263

Re4� 1/2 [Fe3S4]� 5/2 2 2
[Re2Fe7S8(SEt)12]5� [ReFe3S4]4� Re4� 1/2 [Fe3S4]0 2 3/2 3/2 264
[(Ph3P)CuFe3S4(LS3)]2� [CuFe3S4]� Cu� 0 [Fe3S4]0 2 2 2 51
[(Ph3P)AgFe3S4(LS3)]2� [AgFe3S4]� Ag� 0 [Fe3S4]0 2 2 2 51
[TlFe3S4(LS3)]2� [TlFe3S4]� Tl� 0 [Fe3S4]0 2 2 2 51
[(Ph3P)CoFe3S4(LS3)]2� [CoFe3S4]� Co2� 3/2 [Fe3S4]� 5/2 1 1 51

Co� 1 [Fe3S4]0 2 1 1
[CoFe3S4(Smes)4]2� [CoFe3S4]2� Co2� 3/2 [Fe3S4]0 2 1/2 1/2 245
[(Ph3P)NiFe3S4(SEt)3]2� [NiFe3S4]� Ni2� 1 [Fe3S4]� 5/2 3/2 3/2 245

Ni� 1/2 [Fe3S4]0 2 3/2 3/2

a d 3 and d 4 metal ions are assigned S � 1/2 and 0, respectively. This is reasonable for a second- or third-
row transition-metal ion with a trigonally distorted octahedral environment, but is difficult to justify for V2�.

b al2cat � 3,6-diallylcatecholate(2�); dmpe � 1,2-dimethylphosphinoethane; Smes � mesitylthiolate(1�).

clusters with [ZnFe3S4]2�,�, [CdFe3S4]2�,�, [MnFe3S4]�, or [CrFe3S4]2�,�

cores. Only protein-bound forms of these clusters are known at
present. Conversely, clusters with [MoFe3S4]3�,2�,0, [VFe3S4]3�,2�,
[WFe3S4]3�,0, [NbFe3S4]3�,2�, [ReFe3S4]4�,3�, and [AgFe3S4]� cores have
yet to be formed in a protein matrix. The spin states of these cores in
a representative example of each of these clusters, as determined by
magnetic susceptibility, Mössbauer, proton isotropic shifts, or some
combination thereof, are given in Table IX. The observed spin states
are invariant to the nature of the ligation at the heterometal site and
can generally be rationalized in terms of the fragment formulation
model (see Table IX), with average isomer shifts providing an assess-
ment of the oxidation state of the [Fe3S4] fragment and thereby the
oxidation state of the heterometal ion (51, 235, 245, 257). The most
notable exceptions are the [VFe3S4]3� and [NbFe3S4]3� clusters, which
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are predicted to be S � 1, but are diamagnetic with S � 0 ground
states. For clusters containing [CoFe3S4]2�,�, [NiFe3S4]�, [CuFe3S4]�,
[TlFe3S4]� cores that have been characterized in both protein-bound
and synthetic forms, the available evidence points to congruent
ground-state properties and fragment formulations; cf. Tables VII and
IX (51, 245, 259).

The ability to compare redox properties of synthetic clusters with
identical ligation and parity of charge affords a meaningful compari-
son of the influence of the heterometal on redox potential. Reversible
[MFe3S4]2�,� couples have been identified in cyclic voltammograms of
[(Smes)MFe3S4(LS3)]2� and the potential order of M � Fe � Co � Ni
was established (51). In a related series of complexes, reversible
[MFe3S4]�,0 couples were characterized for [(PPh3)MFe3S4(LS3)]2� and
the potential order of M � Co � Ni � Cu � Ag was determined (51).
Hence, the intrinsic effect of the heterometal on the redox potentials
of heterometallic cubanes has been established as Fe � Co � Ni �
Cu � Ag, in excellent agreement with the order established for the
protein-bound clusters in P. furiosus Fd.

IX. Future Directions

Although this review chronicles the remarkable progress that has
been made over the past 15 years in understanding the function,
properties, and reactivity of cuboidal [Fe3S4] clusters, many ques-
tions remain unanswered. Given that the primary function appears
to be electron transfer, understanding how the protein environ-
ment can tune the midpoint potential of the [Fe3S4]�,0 couple over a
range of �0.5 V is clearly of paramount importance. Determining
the structural changes associated with cluster redox reactions via
high-resolution crystal structures and the location of the valence-
delocalized pair via protein NMR studies, will be crucial to this en-
deavor. Theoretical calculations based on protein crystal structures
can then be used to assess the electrostatic gradient at the cluster
and thereby assess how the protein determines the pair of irons that
accepts the electron and the cluster redox potential. Elucidating the
functions for biological [Fe3S4] clusters presents another major chal-
lenge. The proven ability of [Fe3S4] clusters to undergo several types
of cluster conversions, incorporate heterometals, and exhibit redox-
linked protonation makes them attractive candidates for sensors in
regulatory processes, enzyme active sites, and coupling electron and
proton transfer. The extent to which [Fe3S4] clusters are involved in
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these types of biological processes remains to be determined. Finally,
there is clearly pressing need to develop rigorous spin coupling mod-
els that can rationalize the ground-state properties of heterometallic
cubanes.
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I. Introduction

In 1964, Rieske and co-workers reported the observation of an EPR
signal around g � 1.90 in the cytochrome bc1 complex (1). They suc-
ceeded in the isolation of the iron sulfur protein that gave rise to the
EPR signal and showed that it contained a [2Fe–2S] cluster. Over the
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past 35 years, numerous studies of this so-called Rieske protein have
tried to unravel the molecular basis of its unusual properties; the un-
derstanding of the properties of the Rieske protein should also pro-
vide insight into general properties of iron sulfur clusters. The essen-
tial feature of Rieske clusters is their novel (His2–Cys2) coordination
environment, which was first established by magnetic spectroscopy
and finally proven by the crystal structure determination. In this re-
view, I will discuss how the distinct spectroscopic, electrochemical,
and functional properties of the Rieske protein are determined by the
ligand environment and by the protein structure. I will use the term
Rieske protein or cluster for hydroquinone-oxidizing electron trans-
port complexes and Rieske-type protein or cluster for dioxygenases or
homologous systems where the Rieske-type cluster does not interact
with quinone.

II. Historical Background

In 1960, Beinert and Sands (2) reported the observation of an
EPR signal around g � 1.94 in fragments of the mitochondrial
electron transfer chain; this signal could be attributed to a complex
containing iron and inorganic sulfur (S2�), which established the
biological significance of iron sulfur clusters. In 1964, Rieske and
H. Beinert working at the Institute for Enzyme Research of the
Medical College of Wisconsin, reported the observation of an EPR
signal around g � 1.90 in complex III (the cytochrome bc1 complex)
of the mitochondrial respiratory chain (1). They succeeded in the
isolation of the iron sulfur protein that gave rise to the EPR signal
and showed that it contained a [2Fe–2S] cluster. This protein,
which is generally referred to as Rieske protein (after its discov-
erer), was shown to have unique spectroscopic properties. An EPR
signal comparable to that of the Rieske protein of the mitochondrial
bc1 complex has been observed in the b6 f complex of photosynthetic
electron transfer chains and in the membranes of archaebacteria
containing hydroquinone-oxidizing electron transfer complexes but
no bc1 complex (3). Similar signals have also been observed in
water-soluble bacterial dioxygenases; these [2Fe–2S] clusters are
referred to as Rieske-type clusters.

From an analysis of the EPR spectra, Blumberg and Peisach (4)
suggested that the coordination environment of Rieske clusters must
include ‘‘one or more atoms which are less electron donating than
sulfur.’’ This was significantly substantiated by studies of the Rieske
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protein from the archaebacterium Thermus thermophilus (5). First
direct spectroscopic evidence for histidine coordination was obtained
by ENDOR spectroscopy of the Rieske-type cluster of phthalate dioxy-
genase from Burkholderia cepacia (formerly known as Pseudomonas
cepacia) (6) and then by ENDOR and ESEEM spectroscopy of the
Rieske cluster in bc1 and b6 f complexes (7, 8). Finally, the X-ray struc-
tures of the water-soluble domains of the Rieske proteins from bovine
heart mitochondrial bc1 complex (9) and from spinach b6 f complex
(10) could be determined that allow an in-depth analysis of the infor-
mation obtained from spectroscopic analyses, and electrochemical and
mutational studies. The first structure of a Rieske-type cluster has
been reported in naphthalene dioxygenase (11).

III. Structural Aspects

A. PRIMARY STRUCTURES: AMINO ACID SEQUENCES

The first sequence of a Rieske protein has been obtained by se-
quencing of the nuclear gene of the Rieske protein of the bc1 complex
from the fungus Neurospora crassa (12). The primary structure of the
Rieske protein from bovine mitochondrial bc1 complex has been deter-
mined by direct amino acid sequencing (13). Subsequently, the genes
of Rieske proteins from many mitochondrial, bacterial, and plastidial
complexes have been sequenced, as well as numerous gene clusters of
bacterial dioxygenases. From the sequences of established Rieske and
Rieske-type proteins as well as from three-dimensional structures, it
is known that the four ligands of Rieske and Rieske-type clusters
show the following sequence motif:

Cys–X–His–X15–47–Cys–X–X–His

In order to get an insight into the diversity of proteins that may con-
tain a Rieske or Rieske-type cluster, a database search was performed
in the following way.

A similarity search was performed using the program BLAST
through the service provided by the ExPASy Molecular Biology Server
(http://www.expasy.ch) and using the sequences of established Rieske
proteins: the water soluble fragment of the Rieske protein from bovine
heart bc1 complex and of spinach b6 f complex or the ferredoxin and
the � subunit of benzene dioxygenase from Pseudomonas putida. After
eliminating all sequences that did not contain the Rieske ligand mo-
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tif, approximately 125 sequences were obtained that were regarded
as proteins which may contain a Rieske or Rieske-type cluster. These
sequences were aligned and clustered using the programs ClustalW
and Multalin from the Antheprot suite (14). The sequences could be
grouped in the following way:

IA1. Rieske proteins from mitochondrial bc1 complexes [12]
IA2. Rieske proteins from bacterial bc1 complexes [7]
IB. Rieske proteins from plastidial b6 f complexes [11]
IC. Bacterial Rieske proteins that are not from bc1 or b6 f com-

plexes or of unknown origin [9]
IIA. Bacterial Rieske-type ferredoxins [37]
IIB. Bacterial Rieske-type oxygenases [33]
IIC. Proteins from eukaryotes that show homology to bacterial

Rieske-type oxygenases [9]
IID. Other putative Rieske-type proteins [6]

1. Rieske Proteins

Rieske proteins are constituents of the bc complexes that are hydro-
quinone-oxidizing multisubunit membrane proteins. All bc complexes,
that is, bc1 complexes in mitochondria and bacteria, b6 f complexes in
chloroplasts, and corresponding complexes in menaquinone-oxidizing
bacteria, contain three subunits: cytochrome b (cytochrome b6 in b6 f
complexes), cytochrome c1 (cytochrome f in b6 f complexes), and the
Rieske iron sulfur protein. Cytochrome b is a membrane protein,
whereas the Rieske protein, cytochrome c1 , and cytochrome f consist
of water-soluble catalytic domains that are bound to cytochrome b
through a membrane anchor. In Rieske proteins, the membrane an-
chor can be identified as an N-terminal hydrophobic sequence (13).

In addition to the four ligands of the Rieske cluster, three residues
are fully conserved in all Rieske proteins:

Cy –X–Hi –X–Gly–Cys–X12–44–Cy –X–Cys–Hi

The residues printed in bold are the ligands of the cluster; the two
underlined cysteine residues form a disulfide bidge stabilizing the
cluster (9).

a. Group IA: Rieske Proteins from Cytochrome bc1 Complexes. Mito-
chondrial Rieske proteins include those of plant mitochondria, Chla-
mydomonas reinhardtii, C. elegans, three species of fungi, and of
higher vertebrates. Fifty residues (26%) are fully conserved between
11 Rieske proteins; two of the conserved residues are located in the
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FIG. 1. Phylogenetic tree of Rieske proteins from mitochondrial and bacterial bc1

complexes. The tree was generated from the ProtoMap web site, Release 2.0 (http://
www.protomap.cs.huji.ac.il).

flexible linker (Asp 67 and Ala 70 in bovine heart numbering; cf. Sec-
tion III,B,5), while all other conserved residues are in the C-terminal
region comprising the catalytic domain. No insertions or deletions are
observed within the catalytic domain except at the C-terminus. In a
highly conserved sequence of 44 residues, 30 residues (68%) are fully
conserved; these 44 residues form the cluster binding subdomain (see
Section III,B,2).

The bacterial Rieske proteins contain 3–20 extra residues in the
catalytic domain; these insertions occur in the helix–loop structure
and in the loop �5–�6 (see Section III,B). The insertion of a single
residue is observed in some bacterial sequences between the flexible
linker and � strand 1 as well as in the ‘‘Pro loop.’’ Twenty-eight resi-
dues are fully conserved between 11 mitochondrial and 6 bacterial
sequences; 22 of these conserved residues are located in the cluster
binding subdomain.

Figure 1 shows the phylogenetic relationship of the mitochondrial
and bacterial Rieske proteins. Plant mitochondrial Rieske proteins
form a separate cluster, whereas bacterial Rieske proteins are more
closely related to Rieske proteins from fungi or mammals, although
the subunit composition and organization of the bc1 complex is compa-
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rable in mitochondria from plants, fungi, and mammals: All mito-
chondrial bc1 complexes contain up to eight subunits without redox
centers (two ‘‘core’’ proteins that are related to the general mitochon-
drial protease (MPP) � and � subunits as well as several small sub-
units), whereas bacterial bc1 complexes comprise only the three sub-
units that contain the redox centers and at most one small subunit
with no known function.

b. Group IB: Rieske Proteins from Cytochrome b6 f Complexes
Rieske proteins from b6 f complexes include those from higher plants
(spinach, tobacco, pea), from algae (Chlamydomonas), and from cyan-
obacteria (Anabaena, Nostoc, Synechocystis). Fifty out of 177–180 resi-
dues (28%) are fully conserved between all 11 sequences; 24 of the
conserved residues are located in the cluster binding subdomain (59%
conservation over a 41-residue stretch).

The Rieske proteins of menaquinone-oxidizing bc complexes from
Bacilli cluster with the Rieske proteins of b6 f complexes, although the
complexes differ in their subunit composition: Both contain a short
cytochrome b(b6) that comprises only the first four transmembrane
helices of the full length cytochrome b as found in bc1 complexes, but
the menaquinone-oxidizing bc complexes from Bacilli contain, not cy-
tochrome f, but rather a soluble cytochrome c that is fused to subunit
IV of b6 f complexes (15). However, the Rieske protein of the
menaquinone-oxidizing bc complex from Chlorobium limicola, which
is coded in a petCB transcription unit together with the full-length
cytochrome b (16), is more closely related to Rieske proteins from bc1

complexes than to Rieske proteins from b6 f complexes. Therefore, it
appears that in bc complexes the character of the Rieske protein is
related not to the type of substrate, but to the nature of the cyto-
chrome b: b6 f-type Rieske proteins (group IB) are found in complexes
together with a split cytochrome b(b6), whereas bc1-type Rieske pro-
teins (group IA) are found in complexes together with a full-length
cytochrome b.

c. Group IC: Rieske Proteins That Are Not from Cytochrome bc Com-
plexes This group includes sequences of Rieske proteins where the
nature of the corresponding complex has not been established; several
of the sequences show similarity to Rieske proteins of menaquinone-
oxidizing bc complexes from Bacilli discussed in the previous section.
In addition, there are three sequences of Rieske proteins from archae-
bacteria that do not contain a ‘‘classical’’ bc complex; the Rieske pro-
tein (TRP) from Thermus aquaticus and two Rieske proteins (SoxF
and SoxL) from Sulfolobus acidocaldarius (17). Sulfolobus has no bc1
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complex and the two Rieske proteins are constituents of hydroquinone
(caldariellaquinone) oxidizing terminal oxidases: Rieske protein II
(SoxF) is part of the SoxM oxidase complex (18), whereas Rieske pro-
tein I (SoxL) is likely to be part of a yet unidentified terminal oxidase
(19). SoxF and SoxL cluster together in sequence alignments (to-
gether with the Rieske protein from Thermus aquaticus), but they
differ substantially from each other: 67 residues (27%) are identical
in SoxF and SoxL; 23 of these are in the cluster binding subdomain
(39% identity).

2. Rieske-Type Proteins

Sequences of proteins containing Rieske-type clusters have been de-
duced from the complete operons of several dioxygenases; these dioxy-
genases require electrons from NAD(P)H to convert aromatic com-
pounds to cis-arene diols. The water-soluble dioxygenase systems
consist of a reductase and a terminal dioxygenase; many dioxygenases
also contain a [2Fe–2S] ferredoxin (20). The terminal oxygenases con-
tain a Rieske-type cluster and the ferredoxins may contain either a
Rieske-type or a 4-cysteine coordinated [2Fe–2S] cluster.

a. Group IIA: Bacterial Rieske-Type Ferredoxins These proteins
are water-soluble electron transfer proteins of typically 95–111 resi-
dues that show no similarity to plant-type ferredoxins containing a 4-
cysteine coordinated [2Fe–2S] cluster. Rieske-type ferredoxins show
a high degree of variability; only the four residues coordinating the
cluster are fully conserved between the 37 proteins that can be classi-
fied as Rieske-type ferredoxins based on their size and the conserved
ligand pattern:

Cy –X–Hi –X16–17–Cy –X–X–Hi

Only a few residues show more than 75% sequence identity, includ-
ing four glycine residues, a proline residue at the beginning of the
‘‘Pro loop,’’ and a phenylalanine residue in a position corresponding
to the conserved residue Tyr 165 of the bovine heart Rieske protein.
However, structure prediction and sequence comparison with Rieske
proteins from bc1 complexes suggests that the fold will be very similar
in all Rieske-type ferredoxins, as in the other Rieske or Rieske-type
proteins (see Section III,B,1).

b. Group IIB: Bacterial Rieske-Type Oxygenases The catalytic sub-
unit of bacterial oxygenases consists of 439–461 amino acid residues
and contains a Rieske cluster as well as a catalytic mononuclear iron
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site. Most of the sequences have been determined from various
strains of Pseudomonas, but two ORFs coding for members of the
group have been found in the genome of E. coli. The Rieske cluster is
coordinated within a separate Rieske domain within the N-terminal
third of the protein (11). Only the sequences of the Rieske domains
will be discussed here.

Within the whole group of 33 sequences, 8 amino acid residues are
fully conserved: in addition to the four ligands to the Rieske cluster,
two glycine residues (Gly 112 and Gly 146 in naphthalene dioxygen-
ase, NDO), one tryptophan (Trp 39 in NDO) and one arginine (Arg 68
in NDO). Gly 112 corresponds to Gly 169 in the Rieske protein from
bovine heart bc1 complex; this residue is conserved in all Rieske and
Rieske-type proteins analyzed here with only three exceptions (the
Rieske protein from Chromatium vinosum and the Rieske-type ferre-
doxins from Pseudomonas putida OUS82 and from � Proteobacterium
M2), which makes it the most highly conserved residue in all Rieske
and Rieske-type proteins after the ligands of the Rieske cluster. Sur-
prisingly, the other fully conserved residues are at least 20 Å away
from the Rieske cluster.

When the distantly related sequences are excluded from the align-
ment, a total of 22 residues are found to be conserved between 28
sequences; 14 of 42 residues around the cluster binding loops are con-
served. Therefore, it can be concluded that Rieske domains of the �
subunits of dioxygenases show a higher degree of conservation than
Rieske-type ferredoxins.

In addition to the dioxygenase subunits just discussed, several bac-
terial sequences show a more distant homology to dioxygenases but
contain the conserved cluster binding ligands. Most of these se-
quences are shorter than established dioxygenase subunits (347–397
residues). Whether these sequences represent a distant subgroup of
dioxygenase subunits, truncated genes, or pseudogenes remains to
be established.

c. Group IIC: Proteins from Eukaryotes that Show Homology to Bac-
terial Rieske-Type Oxygenases Several gene products from eukaryotic
cells show homology to bacterial dioxygenases and contain the
ligand pattern to accommodate a Rieske-type cluster as well as a mo-
nonuclear iron site (Table I). EPR spectra of choline monooxygenase
from spinach (21) and of CMP-N-acetylneuraminic acid hydroxylase
from pig (22) unequivocally demonstrated the presence of a Rieske-
type cluster in these proteins. While CMP-N-acetylneuraminic acid
hydroxylase from pig and from mouse contains the Rieske cluster
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TABLE I

PROTEINS FROM EUKARYOTES THAT SHOW HOMOLOGY TO BACTERIAL

RIESKE-TYPE OXYGENASES

ID Protein Organism Related to Reference

O22553 Choline monooxygenase B. vulgaris O04121 122
O04121 Choline monooxygenase S. oleracea O22553 21
O04127 LLS1 cell death suppressor Z. mays O04422 25
O04422 LLS1 cell death suppressor A. thaliana O04127 123
PSTIC55 TIC55, chloroplast inner P. sativum O04127, O04422, 24

envelope import complex S74825
S74825 ? Synechocystis sp. O04127, O04422 124
O14004 SPAC29A4.01C S. pombe O42346 125
O42346 Nrfl (neurula-specific ferre- Xenopus merula O14004 126

doxin reductase-like
protein)

Q19655 F20D6.11 C. elegans — 127
D21826 CMP-neuraminic acid Mouse — 22

hydroxylase

within the N-terminal 100 residues, the human protein lacks these
N-terminal residues and therefore the Rieske cluster (23). The N-
terminal truncation of the human enzyme is caused by a deletion of
an exon in human genomic DNA. Since the enzyme is inactive in the
absence of the Rieske cluster, N-acetylneuraminic acid is synthesized
in most mammals but not in humans.

The TIC55 protein contains a Rieske-type iron sulfur cluster and a
mononuclear iron site; there is good evidence indicating that the pro-
tein is part of the chloroplast inner envelope translocation machinery
(24). The function of TIC55 is yet unknown; the primary structure
shows the highest homology to the LLS1 protein, which is highly con-
served in plants. The LLS1 (lethal leaf spot 1) protein functions as a
suppressor of cell death in mature leaves (25); it contains the ligands
for both a Rieske-type cluster and a mononuclear iron site, and it has
been suggested that the LLS1 protein may degrade phenolic com-
pounds that would promote cell death.

d. Group IID: Proteins That May Contain a Rieske-Type Clus-
ter The small subunit (NasE or NirD) of the assimilatory nitrite re-
ductase from Bacillus subtilis (EC 1.6.6.4) is a protein of 106 amino
acid residues that shows sequence homology to Rieske-type ferredox-
ins (see Section III,A,2,a). It contains the sequence

Cy –Pro–Hi –X16–Cy –Pro–Met–Hi
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which suggests that the protein might contain a Rieske-type cluster.
However, the putative Rieske ligands are not conserved in the corre-
sponding NasD protein of the assimilatory nitrite reductase from E.
coli.

In order to check whether the occurrence of the Rieske-type se-
quence motif is unique for the assimilatory nitrite reductase from Ba-
cillus subtilis, the sequences of other assimilatory nitrite reductases
were searched for the presence of the four putative ligands of Rieske-
type clusters. A well-conserved sequence pattern

Cy –Pro–Hi –Lys–X16–21–Cy –Pro–X–Hi

was found in four fungal assimilatory nitrite reductases from N.
crassa (Nit-6) (26), Aspergillus nidulans (niiA) (27), Aspergillus fumi-
gatus (28), and Hansenula polymorpha (yni1) (29). The four proteins
contain between 1044 and 1176 amino acid residues; they are homolo-
gous to sulfite reductases that contain flavin as well as siroheme in
close vicinity to a [4Fe–4S] cluster. The likely flavin binding site is
close to the N-terminus of the protein; the potential NAD(P) binding
site is located between residues 150 and 210, whereas the ligands of
the [4Fe–4S] cluster are located around residue 760. The putative
binding site for the Rieske-type cluster is located in the sequence be-
tween the flavin binding site and the potential NAD(P) binding site
within the N-terminal part of the protein. Little is known about the
biochemistry of fungal assimilatory nitrite reductases; knowledge of
siroheme-containing enzymes is largely based on studies of sulfite re-
ductases. However, sulfite reductases are much smaller than nitrite
reductases (570 compared to 1100 residues) and lack the part of the
sequence containing the putative binding site for the Rieske-type
cluster. Therefore, it is an open issue whether a Rieske-type cluster
is present in fungal nitrite reductases.

B. 3D STRUCTURES: X-RAY CRYSTALLOGRAPHY

The X-ray structures of three water-soluble proteins containing a
Rieske or Rieske-type cluster have been reported so far (Fig. 2):

• The water-soluble fragment of the Rieske protein from bovine
heart bc1 complex (ISF) was crystallized by Link et al. (30) and the
structure was solved at 1.5 Å resolution by Iwata et al. (9) (PDB file
1RIE).

• The water soluble fragment of the Rieske protein from spinach
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FIG. 2. Ribbon diagram of the structures of (a) the water-soluble Rieske fragment
from bovine heart bc1 complex (ISF, left; PDB file 1RIE), (b) the water-soluble Rieske
fragment from spinach b6 f complex (RFS, middle; PDB file 1RFS), and (c) the Rieske
domain of naphthalene dioxygenase (NDO, right; PDB file 1NDO). The [2Fe–2S] cluster
is shown in a space-filling representation, the ligands as ball-and-stick models, and
residues Pro 175 (ISF)/Pro 142 (RFS)/Pro 118 (NDO) as well as the disulfide bridge in
the ISF and RFS as wireframes.

b6 f complex (RFS) was crystallized by Zhang et al. (31) and the struc-
ture was solved at 1.83 Å resolution by Carrell et al. (10) (PDB file
1RFS).

• Naphthalene-1,2-dioxygenase (NDO) from Pseudomonas sp. NCIB
9816-4 expressed in E. coli was crystallized by Lee et al. (32), and the
structure was solved at 2.25 Å resolution by Kauppi et al. (11) (PDB
file 1NDO).

The crystallography as well as the quality criteria of the crystallo-
graphic models are summarized in Table II. In NDO, the Rieske do-
main is formed by residues 38–155 of the � subunit; only this part of
the structure will be discussed in this review.

The structure of the full-length Rieske protein has been determined
by X-ray crystallography of the whole bc1 complex, but at lower reso-
lution (3.0 Å), by Zhang et al. (41) and by Iwata et al. (42).

1. The ‘‘Rieske Fold’’

When we reported the first Rieske structure of the bovine heart
fragment (ISF) (9), we could not detect any similar structure in the
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TABLE II

CRYSTALLOGRAPHY OF RIESKE AND RIESKE-TYPE PROTEINS

1RIE 1RFS 1NDO

Protein cytochrome bc1 complex cytochrome b6 f complex naphthalene dioxygenase
Organism bovine heart spinach Pseudomonas sp. NCIB

9816-4
E. coli (expression)

Crystallized Form water-soluble Rieske fragment water-soluble Rieske fragment holoprotein hexamer
(�3�3)

Size 129 aa, Mr � 14,593 139 aa, Mr � 14,797 3 � (449 � 194) aa,
Mr � 218,322

Crystallization conditions pH 6.2 pH 4.6 pH 6.0
PEG 6000 (23%) PEG 4000 (30%) (NH4)2SO4(2.31 M), PEG
22�C 20�C (2%)
hanging drop hanging drop 8�C

hanging drop
State of the Rieske cluster reduced reduced oxidized
Space group P21 P1 I222
Cell dimensions a � 32.1 Å, b � 53.0 Å, a � 29.05 Å, b � 31.87 Å, a � 105.0 Å, b � 173.9 Å,

c � 38.0 Å c � 35.79 Å c � 282.5 Å
� � 100.3� � � 95.6�, � � 106.1�,

	 � 117.3�

Solvent content 41% 31% 53%
Data collection 1.000 Å, 100 K 1.500 Å, 110 K 0.95 Å, 100 K
dmin 1.5 Å 1.83 Å 2.25 Å
No. of unique reflections 18,058 8,785 117,067
Completeness (%)a 89.4 (68.0) 89.7 (57.3) 96 (97)
Rsym (%)a 5.1 (27.0) 4.8 (10.8) 9.1 (38.6)
Phasingb MAD MAD MAD � MIR (Se-Met)
R-factor (no. of reflections) 19.2% (15,880) 17.0% (8,367) 19.4% (110,479)
R-free (no. of reflections) 21.4% (817) 22.0 (391) 23.8% (5,868)
Residues in model 127 127 640 � 640 � 638
Non-H atoms 1169 1110 15250
Water sites 167 143 1061
Average B values (Å2)

Main chain 6.9 10.3 31.7
Side chain 7.8 11.4 35.5
Rieske cluster 7.0 7.4 26.2
Water 20.4 26.9 39.0

Reference Link et al., 1996 (30) Zhang et al., 1996 (31) Lee et al., 1997 (32)
Iwata et al., 1996 (9) Carrell et al., 1997 (10) Kauppi et al., 1998 (11)

a Values in parantheses are for the last shell.
b MAD: multiwavelength anomalous dispersion; MAD � MIR (Se-Met): The phasing was done using MAD on a selenomethio-

nine-substituted protein.

databases using the program DALI (33). (The similarities of the clus-
ter binding loops are discussed in Section III,B,4). However, the topo-
logy observed in the bovine Rieske protein has been found to be well
conserved in the other Rieske proteins investigated; it is also present
in the Rieske-type ferredoxin of biphenyl oxygenase from Burkhold-
eria cepacia (BphF; Colbert, C. L.; Couture, M. M.-J.; Eltis, L. D.;
Bolin, J. T., manuscript in preparation). Therefore, the ‘‘Rieske fold’’
is present in all four major groups of Rieske proteins. It appears that
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FIG. 3. (a) The ‘‘Rieske fold.’’ Only the 10 � strands forming the three antiparallel �
sheets and the loops surrounding the Rieske cluster in the cluster binding subdomain
are shown. The numbering of the � strands corresponds to the ISF and RFS. (b) Struc-
ture of the Rieske cluster binding subdomain of the ISF. The [2Fe–2S] cluster is shown
in a space-filling representation, the ligands as well as the disulfide bridge as ball-and-
stick models and residue Pro 175 in the ‘‘Pro loop’’ as a wireframe model.

the ‘‘Rieske fold’’ is an archaetypical structural unit, comparable to,
for example, the ‘‘cupredoxin fold’’ observed in copper proteins.

The Rieske fold consists of three antiparallel � sheets (Fig. 3a):
Sheet 1 is formed by the conserved � strands 1, 10, and 9; sheet 2 is
formed by the � strands 2, 3, and 4; and sheet 3 by the � strands 5–8.
Sheet 3 and its loops form the ‘‘cluster binding subdomain,’’ which is
described in the next section. The three sheets can be considered as a
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‘‘double � sandwich.’’ The central � sheet 2 contains longer strands
and can be regarded as the ‘‘spine’’ of the structure; it interacts with
both sheets 1 and 3. Sheets 1 and 2 interact through mostly hy-
drophobic residues at their interface. In the chloroplast protein (RFS),
� sheet 1 is distorted so that it forms a barrel-like structure with �
sheet 2 rather than the � sandwich observed in the other three pro-
teins.

Highly conserved residues are found predominantly in the loops be-
tween the � strands, in particular in the loops �1–�2, �2–�3, �8–�9
(the ‘‘Pro loop’’), and in the cluster binding loops.

2. The Rieske Cluster Binding Subdomain and the Rieske Cluster

The cluster binding subdomain comprises 43 or 44 residues in the
Rieske proteins from bc1 or b6 f complexes and in Rieske-type ferredox-
ins (Colbert, C. L.; Couture, M. M.-J.; Eltis, L. D.; Bolin, J. T., manu-
script in preparation) and 32 residues in dioxygenases. The subdo-
main is formed by the � sheet 3 (� strands 5–8 in the ISF and RFS;
� strands 8–12 in NDO) and the loops connected to it (Fig. 3b). Loops
�4–�5 and �6–�7 contain the ligands coordinating the [2Fe–2S] clus-
ter: Each loop contributes one cysteine and one histidine ligand. The
inner iron (Fe-1) is coordinated by Cys 139 (ISF)/Cys 107 (RFS)/Cys
81 (NDO) from the loop �4–�5 and Cys 158 (ISF)/Cys 125 (RFS)/Cys
101 (NDO) from the loop �6–�7, whereas the outer iron (Fe-2) is coor-
dinated by His 141 (ISF)/His 109 (RFS)/His 83 (NDO) from the loop
�4–�5 and His 161 (ISF)/His 128 (RFS)/His 104 (NDO) from the loop
�6–�7. Thus, the coordination pattern is 2 � 2 compared to the 3 �
1 pattern observed in 4-cysteine coordinated [2Fe–2S] clusters.

In the Rieske proteins from bc1 or b6 f complexes, loops �4–�5 and
�6–�7 both contain an additional cysteine residue (Cys 144 and Cys
160 in the ISF and Cys 112 and Cys 127 in RFS); these cysteines
form a disulfide bridge connecting the two loops (Fig. 3b). These cyste-
ines are not present in the sequences of Rieske-type proteins, that is,
in neither NDO nor Rieske-type ferredoxins. In Rieske proteins, the
disulfide bridge appears to be important for the stabilization of the
fold around the cluster as the two loops are not shielded by other
parts of the protein; in NDO, the Rieske cluster is stabilized without
a disulfide bridge since it is completely buried by surrounding � and
� subunits.

In the Rieske proteins from bc1 or b6 f complexes, a third loop (‘‘Pro
loop,’’ part of �8–�9 containing the highly conserved sequence Gly-
Pro-Ala-Pro) covers the cluster from the other side. Mutations in the
‘‘Pro loop’’ have shown that this loop is critical for cluster stability
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TABLE III

COMPARISON OF DISTANCES AND ANGLES IN THE [2Fe–2S] CLUSTER IN RIESKE PROTEINS

AND IN PROTEINS CONTAINING 4-CYSTEINE COORDINATED [2Fe-2S] CLUSTERS

Cluster Rieske 4-Cys-coordinated

PDB filea 1RIE (9) 1RFS (10) 1AWD (70) 1FRR (71)

Fe1–Fe2 2.71 Å 2.72 Å 2.73 Å 2.76 Å
Fe–Sb (av.) 2.24 Å 2.32 Å 2.20 Å 2.23 Å
Fe–St (FeIII site, av.) 2.26 Å 2.27 Å 2.28 Å 2.25 Å
Fe2–N (FeII site, av.) 2.14 Å 2.21 Å
Fe–St (FeII site, av.) 2.32 Å 2.28 Å
Fe–Sb–Fe (av.) 74� 72� 77� 77�

Sb–Fe–Sb (av.) 106� 107� 103� 103�

St–Fe–St (FeIII site) 106� 110� 105� 111�

N–Fe–N (FeII site) 91� 91�

St–Fe–St (FeII site) 105� 106�

a 1AWD: ferredoxin from the alga Chlorella fusca, resolution 1.4 Å; 1FRR: ferredoxin
from Equisetum (horsetail), resolution 1.8 Å.

Sb, bridging sulfurs; St, terminal sulfurs (cysteine S	); N�, coordinating imidazoles;
av., average distances.

(34). In NDO, the corresponding loop is much longer and does not
interact with the environment of the Rieske cluster, but is involved
in subunit interactions with the catalytic domain in a neighboring
subunit (11).

The cluster is coordinated at the tip of the cluster binding subdo-
main. FeII (Fe-2) is close to the surface of the protein with its histidine
ligands fully exposed to the solvent, whereas FeIII (Fe-1) is buried
within the protein and surrounded by the three loops forming the
cluster binding subdomain. However, in NDO the histidine ligands
are not solvent accessible, but buried at the interface between the
Rieske domain and the catalytic domain; both histidine ligands form
hydrogen bonds with acidic side chains in the catalytic site close to
the catalytic iron.

The geometry of the Rieske cluster is the same within the error of
the X-ray experiment in all three structures. Table III compares dis-
tances and angles within the Rieske clusters to those observed in
high-resolution structures of proteins containing 4-cysteine coordi-
nated [2Fe–2S] clusters. In all these [2Fe–2S] clusters, the coordinat-
ing sulfurs form an almost perfect tetrahedron around the iron of the
FeIII site. In contrast, the geometry around the nitrogen-coordinated
iron in Rieske clusters is distorted from tetrahedral geometry; the
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FIG. 4. Structure of the Rieske [2Fe–2S] cluster in the water-soluble Rieske frag-
ment from bovine heart bc1 complex (ISF). Residues where the side chains have been
omitted are indicated by lowercase lettering. Dotted lines indicate hydrogen bonds to
the sulfur atoms; the two OH–S hydrogen bonds formed by the side chains of Ser 163
and Tyr 165 are shown as dashed lines.

angle N�–Fe–N� is 91� in all Rieske proteins studied so far, a value
expected for octahedral rather than for tetrahedral coordination.

All sulfur atoms of the cluster are highly constrained by the pres-
ence of multiple hydrogen bonds (Fig. 4); these hydrogen bonds are
highly conserved between the Rieske proteins from bc1 and b6 f com-
plexes, whereas three of these hydrogen bonds are absent in NDO
(Table IV). Sulfur S-1 participates in three hydrogen bonds; S-2 and
the S	 of the coordinating Cys in loop 1 participate in two hydrogen
bonds each; only the S	 of the Cys in loop 2 (Cys 158 in the ISF, Cys
125 in RFS, and Cys 101 in NDO) has only a single hydrogen bond
to the nitrogen atom of Cys 160 (ISF)/Cys127 (RFS)/Cys 103 (NDO).
Hydrogen bonds between a cysteine S	 atom of a residue i and a
main-chain N atom of residue (i � 2) are frequently observed in iron
sulfur proteins. In the three Rieske proteins, the hydrogen bonds be-
tween the coordinating cysteines (i, j) and the nitrogen atoms of resi-
dues (i � 2, j � 2), respectively, stabilize type-I turns. In the Rieske
proteins from bc1 and b6 f complexes, two of the eight hydrogen bonds
are OH–S hydrogen bonds from amino acid side chains: the O	 of a
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TABLE IV

HYDROGEN BONDS INTO THE [2Fe–2S] CLUSTER IN THE X-RAY STRUCTURES OF RIESKE AND

RIESKE-TYPE PROTEINS

1RIE (9) Distance 1RFS (10) Distance 1NDOa (11) Distance

S-1–His 161 N 3.2 Å S-1–His 128 N 3.2 Å S-2–His 104 N 3.4 Å
S-1–Ser 163 N 3.6 Å S-1–Ser 130 N 3.4 Å S-2–Trp 106 N 3.6 Å
S-1–Ser 163 O	 3.2 Å S-1–Ser 130 O	 3.2 Å —
S-2–Leu 142 N 3.2 Å S-2–Leu 110 N 3.4 Å S-1–Arg 84 N 3.2 Å
S-2–Cys 144 N 3.6 Å S-2–Cys 112 N 3.6 Å [S-1–Lys 86 N 4.0 Å]b

Cys 139 S	–Tyr 165 O� 3.1 Å Cys 107 S	–Tyr 132 O� 3.2 Å —
Cys 139 S	–His 141 N 3.5 Å Cys 107 S	–His 109 N 3.6 Å Cys 81 S	–His 83 N 3.5 Å
Cys 158 S	–Cys 160 N 3.8 Å Cys 125 S	–Cys 127 N 3.6 Å Cys 101 S	–Cys 103 N 3.6 Å

a S-2 in 1NDO is equivalent to S-1 in 1RIE or 1RFS and S-1 in 1NDO is equivalent to S-2 in 1RIE or 1RFS.
b This distance is too long for a hydrogen bond.

highly conserved serine (Ser 163 in the ISF, Ser 130 in RFS) forms a
hydrogen bond to the bridging sulfur S-1, and the O� of a highly con-
served tyrosine (Tyr 165 in the ISF, Tyr 132 in RFS) forms a hydro-
gen bond to the S	 of the coordinating Cys in loop 1 (Cys 139 in the
ISF, Cys 107 in RFS). The serine and the tyrosine are not conserved
in Rieske-type proteins; the absence of these hydrogen bonds contrib-
utes to the difference of the redox potential between Rieske and
Rieske-type proteins (see Section V). The importance of these hydro-
gen bonds for the redox potential of the cluster has been tested by
site directed mutagenesis in yeast (35) and in Paracoccus denitrifi-
cans (36).

3. Comparative Aspects of Rieske Proteins: Similarity and Diversity

Overall, a very high degree of similarity is observed between the
three Rieske proteins whose structures are known thus far. Of the
127 C� atoms of the Rieske fragment from bovine heart bc1 complex
(79) (normal text site), can be superposed on the corresponding C�
atoms of the Rieske fragment from spinach b6 f complex with an rms
deviation of 1.75 Å; the corresponding value for the superposition of
84 C� atoms of the ISF and the Rieske domain of NDO is 1.8 Å.
The structural similarity is even closer in the Rieske cluster binding
subdomain and in particular in the loops coordinating the Rieske
cluster; here, the rms deviation is less than 0.5 Å between 56 back-
bone atoms in loop 1 and loop 2 of 1RIE, 1RFS, and 1NDO. The struc-
tural similarity extends to the Rieske-type ferredoxin from biphenyl
oxygenase (BphF): The rms deviation between 24 C� atoms in loop 1,
loop 2, and the ‘‘Pro loop’’ in 1RIE and BphF is 0.93 Å (Colbert, C. L.;
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Couture, M. M.-J.; Eltis, L. D.; Bolin, J. T., manuscript in prepara-
tion); the corresponding value for 1RIE and 1RFS is 0.64 Å.

Despite this close structural similarity, specific differences are ob-
served between different Rieske and Rieske-type proteins. Although
the essential features of the ‘‘Rieske fold,’’ that is, the three � sheets
as well as the metal cluster binding loops in the Rieske cluster bind-
ing subdomain, are well conserved, great variability among different
Rieske proteins is observed in sequence alignments (see Section
III,A). Most Rieske or Rieske-type proteins contain insertions be-
tween the conserved structural elements comprising the ‘‘Rieske fold’’
compared to a ‘‘minimal’’ structure; these insertions occur in the loops
between the 10 conserved � strands and at the C-terminus and vary
in length between 1 and 34 residues. The structure that appears to
be closest to the ‘‘minimal’’ structure is that of Rieske-type ferredox-
ins; these proteins are smaller (104–111 amino acid residues) than
any of the structures reported so far (118–127 residues). Figure 5
gives a structure-based alignment of the sequences of the three pro-
teins whose crystal structures are known and Fig. 6 compares their
topologies. The Rieske protein from mitochondrial bc1 complex has a
helix and a long loop with a total length of 29 residues between the
strands �3 and �4 of � sheet 2; this compares to a short loop of 3–4
residues between strands �3 and �4 in the Rieske proteins from b6 f
complexes or in dioxygenases. The helix and the loop interact with
the ‘‘bottom’’ of the Rieske cluster binding subdomain, that is, the loop
between the strands �7–�8 and the � strand �8 (9). The � strand �8
extends into the ‘‘Pro loop’’ that covers one side of the exposed Rieske
cluster; therefore, the helix–loop structure is critical for the stabiliza-
tion of the environment of the Rieske cluster. In Rieske proteins from
several bacterial bc1 complexes, the helix–loop insertion is even
longer, by 11 residues.

Rieske proteins from b6 f complexes contain an insertion of 11 resi-
dues between strands �1 and �2 compared to mitochondrial Rieske
proteins as well as an extension of 16 residues at the C-terminus. In
the N-terminal part, there is an additional short � strand (�1�), as
well as a short helix that has no counterpart in the mitochondrial
Rieske protein or in NDO. The N-terminus of � strand �1 is hydrogen-
bonded to strand �10 in � sheet 1 as it is in the other Rieske proteins,
but the end of strand �1 connects to strand �2 in � sheet 2; thus, the
sandwich structure of the � sheets 1 and 2 is perturbed and a barrel-
like structure is formed. The core of this barrel is less hydrophobic
than the core of the sandwich formed by � sheets 1 and 2 in the
ISF.
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FIG. 5. Structure-based alignment of the sequences of the water-soluble Rieske frag-
ment from bovine heart bc1 complex (ISF), the water-soluble Rieske fragment from
spinach b6 f complex (RFS), and of the Rieske domain of naphthalene dioxygenase
(NDO) and of the metal binding loops of rubredoxin (RXN) and transcriptional factor
TFIIS (TFI). The numbering of the � strands is the same for the ISF and RFS. The
metal binding ligands are highlighted; the asterisks indicate those residues that are
fully conserved between the three Rieske proteins.

The C-terminal extension (residues 163–179) of the Rieske proteins
of the b6 f complex appears to have the same role in stabilizing the
‘‘open’’ side of the cluster binding subdomain as the helix–loop inser-
tion in the mitochondrial Rieske protein. The C-terminal part of RFS
contains a fully conserved arginine (Arg 170 in spinach); this arginine
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has the same position and the same function as Arg 126 of the ISF.
Arg 170/126 form hydrogen bonds with two backbone oxygens in �
strand �8 (the carbonyl oxygens of Gln 135 and Gly 136 in RFS corre-
sponding to Ser 168 and Gly 169 in the ISF, respectively); in addition,
both N� groups of Arg 170 (RFS) and Arg 126 (ISF) form hydrogen
bonds with the carbonyl oxygen of Leu 147 (RFS)/Leu 180 (ISF) in
the ‘‘Pro loop.’’ Arg 170/Arg 126 is backed up by two hydrogen bonds
from the fully conserved Asp 168 in RFS or by a hydrogen bond from
Gln 121 in the ISF. The part of the loop that is interacting with the
cluster binding subdomain is stabilized by the adjacent helix in mito-
chondrial Rieske proteins, but is stabilized by a cluster of five aro-
matic residues in RFS (Phe 101, Trp 164, Phe 169, Trp 176, and Trp
177; Phe 169 is next to the critical residue Arg 170).

Therefore, although the function of the helix–loop insertion in mito-
chondrial Rieske proteins appears to be the same as that of the C-
terminal extension in chloroplast Rieske proteins, both structures
show no structural similarity or sequence homology.

Another difference between Rieske proteins from bc1 and from b6 f
complex occurs in the conserved ‘‘Pro loop.’’ The peptide bond between
Gly 141 and Pro 142 is in the cis conformation in 1RFS, whereas the
peptide bond between Gly 174 and Pro 175 is in the trans conforma-
tion in the ISF. The cis-Pro conformation is 1RFS is stabilized by a
hydrogen bond of the carbonyl oxygen of Gly 141 through a well-
ordered water molecule to the N of Arg 140; the corresponding resi-
due in the ISF is Lys 173, which cannot form a hydrogen bond with
the adjacent glycine residue. The trans-Pro conformation in the ISF
is stabilized through a bifurcated hydrogen bond of the carbonyl oxy-

FIG. 6. Comparison of the structures of the water-soluble Rieske fragment from bo-
vine heart bc1 complex (ISF, middle), the water-soluble Rieske fragment from spinach
b6 f complex (RFS, right), and of the Rieske domain of naphthalene dioxygenase (NDO,
left). (Top) Ribbon diagram indicating the location of the insertions in the three pro-
teins. The conserved Rieske fold is shown as a thin ribbon; the inserted structural
elements are shown as thick black ribbons. The dashed lines show the approximate
borders of the three sheets of the ‘‘Rieske fold.’’ The structurally equivalent residues
Arg 126 (ISF)/Arg 170 (RFS)/Arg 75 (NDO) are shown as ball-and-stick models; residue
Trp 106 in NDO as well as the cluster of aromatic residues stabilizing the C-terminal
loop of RFS are shown as wireframe models. (Bottom) The hydrogen bond/salt bridge
network around � strand �8 (�12 in NDO) involving residues Arg 126 (ISF)/Arg 170
(RFS)/Arg 75 (NDO). Backbone bonds are shown as heavy lines, hydrogen bond/salt
bridges as dotted lines. In the sequence, Arg 75 of NDO is equivalent to Val 133 of the
ISF (shown above as wireframe model adjacent to Arg 126) and Phe 101 of RFS, which
is part of the cluster of aromatic residues shown above.
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gen of Gly 174 with both N� atoms of Arg 118 in the inserted loop
between the � helix and strand �4.

In bovine heart mitochondrial bc1 complex, the trans conformation
is observed for Pro 175 of the Rieske protein in the P6522 crystal form,
whereas the cis conformation is observed in the P65 crystal form (42)
(see Section III,B,5).

The structure of the Rieske domain of NDO is very similar to the
structure of the ISF, but contains an insertion of three residues com-
pared to mitochondrial Rieske proteins in the loop �3–�4 (correspond-
ing to �1–�2 in other Rieske proteins) as well as an insertion of 12
residues in the region of the ‘‘Pro loop.’’ The side chains of the three
extra residues in the loop �3–�4 (His 44–Asp 45–Ser 46) are involved
in stabilizing interactions both within the Rieske domain and with
the catalytic domain: the side chain of Ser 46 interacts with the back-
bone atoms of Leu 182 in the catalytic domain; the carboxylate group
of Asp 45 forms a salt bridge with the fully conserved Arg 68 at the
end of strand �5 (corresponding to �3 in other Rieske proteins); and
the imidazole ring of His 44 interacts with the phenyl ring of Phe 147
in strand �15 (corresponding to �10 in other Rieske proteins).

The long extra loop in NDO (residues 118–132) replaces the fully
conserved residues Pro-Ala-Pro in the ‘‘Pro loop’’ of Rieske proteins
from bc1 and b6 f complexes (175–177 in the ISF, 142–144 in RFS),
which are in a position similar to that of residue Trp 106 in NDO.
The side chain of Trp 106 covers one side of the Rieske cluster and
stacks against the iron ligand His 83; therefore, this side chain is the
structural equivalent of the ‘‘Pro loop’’ in the ISF or RFS. The long
extra loop does not interact with the environment of the Rieske clus-
ter, but is involved in subunit interactions with the catalytic domain
in a neighboring subunit (11). In the Rieske domain of NDO, there is
a small salt bridge/hydrogen bond network stabilizing the ‘‘bottom’’ of
the Rieske cluster binding subdomain, that is, the loop between the
strands �11–�12 and the � strand �12 (corresponding to strands �7
and �8 in the ISF or RFS). This network involves residue Arg 75 from
� strand �6 (corresponding to strand �4 in the ISF and RFS); this
residue has a similar role as Arg 126 in the ISF or Arg 170 in RFS.
Both N� atoms of Arg 75 form a bifurcated hydrogen bond with the
carboxyl oxygen of Asn 111 in the loop �11–�12. The N atom of Arg
75 forms a bifurcated salt bridge with the carboxylate group of Glu
137 in the short � strand 13 that is connected to sheet 2; therefore,
Arg 75 mediates the interaction of residues that are located at the N-
and the C-terminus of the extra loop.

From the detailed description given here, it is apparent that a simi-
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lar salt bridge/hydrogen bond network exists in all three Rieske pro-
teins; although the structural motives are similar in the three pro-
teins, the residues involved are not homologous in amino acid
sequence. The network has a quite different function in Rieske pro-
teins from bc1 and b6 f complexes and in NDO: In Rieske proteins from
bc1 and b6 f complexes, the exposed cluster has to be stabilized by the
‘‘Pro loop,’’ which is supported by the salt bridge/hydrogen bond net-
work. In NDO, the cluster is not exposed, but completely buried by
surrounding � and � subunits; the parts of the structure correspond-
ing to the ‘‘Pro loop’’ are used to stabilize subunit interactions. In the
NDO �3�3 hexamer, the histidine ligands of the Rieske cluster are
also buried at the interface between the Rieske domain and the cata-
lytic domain; both form hydrogen bonds with carboxylate residues in
the catalytic domain (His 83–Glu 410 and His 104–Asp 205). This is
in contrast to the situation in Rieske proteins of bc1 and b6 f com-
plexes, where the histidine ligands are completely exposed to solvent.

4. Comparison to Other Metalloproteins

The ‘‘Rieske fold’’ has been found only in Rieske and Rieske-type
proteins. Although no similarity is observed to proteins (ferredoxins)
containing a 4-cysteine coordinated [2Fe–2S] cluster, the topology of
the cluster binding subdomain shows similarity to that of rubredox-
ins. Rubredoxins are small (45–54 amino acids) electron transport
proteins containing a single iron atom coordinated by four cysteine
residues. The X-ray structures of several rebredoxins have been re-
ported, the first being that of rubredoxin from Desulfovibrio vulgaris
(RdDv) (37). In rubredoxins, two metal binding loops are supported
by a three-stranded � sheet (Fig. 7); two of the four cysteines coordi-
nating the iron are in equivalent positions to the coordinating cyste-
ines in Rieske clusters. The metal-binding loops of Rieske proteins
and rubredoxin (PDB file 7RXN) (38) can be superposed with an rms
deviation of 0.66 Å; the two coordinating cysteine residues and iron
atom Fe-1 of the Rieske cluster superpose with two of the coordinat-
ing cysteine residues (Cys 6 and Cys 39) and the iron atom of RdDv,
while the acid-labile sulfur atoms of the Rieske cluster superpose with
the S	 atoms of the two other cysteine residues (Cys 9 and Cys 42) of
RdDv (9).

The general topology of rubredoxins is also observed in the general
zinc-ribbon motif in RNA polymerases or in transcription factors (39).
The first published zinc-ribbon structure was that of the nucleic-acid
binding domain of human transcriptional elongation factor TFIIS
(PDB file 1TFI) (40). These zinc binding domains and rubredoxins
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FIG. 7. Comparison of the cluster binding fold of the water-soluble Rieske fragment
from bovine heart bc1 complex (ISF, left; PDB file 1RIE) with the structure of ru-
bredoxin (middle; PDB file 7RXN) and with the zinc-ribbon motif (right; PDB file 1TFI).
The metal binding loops are shown as ball-and-stick models of the backbone atoms.

have the same spacing of the four cysteine residues coordinating the
metal ion and a similar topology comprising a three-stranded � sheet
supporting two metal binding loops. However, the only conserved
amino acid residues in the metal binding loops of Rieske proteins,
rubredoxins, and the zinc-ribbon domain are two coordinating cyste-
ines (Fig. 5). Despite this sequence variation, the two loops of TFIIS
can be superposed on the loops of the four other structures shown in
Fig. 5 with an rms deviation of 0.9–1.1 Å for either 14 C� atoms or
56 backbone atoms. This value compares to an rms deviation of 0.8 Å
for the superposition of the loops of RdDv on the loops in the three
Rieske structures and an rms deviation of 0.3–0.5 Å for the superpo-
sition of the loops of one Rieske structure on those of another. These
values show that a similar metal binding motif is observed not only
in different classes of electron transport proteins, but also in a metal
binding domain of nucleic acid binding proteins. This relationship is
particularly intriguing in view of concurrent hypotheses of the evolu-
tion of life from an ‘‘iron sulfur world.’’

In view of the structural homology, it is likely that the cluster bind-
ing subdomain of Rieske proteins accommodating two metal ions has
evolved from an archaic mononuclear metal binding domain. A simi-
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lar situation as in the Rieske protein is observed in subunit II of cyto-
chrome oxidase. This subunit has a dinuclear copper center (CuA), but
the protein fold is related to the mononuclear copper protein plastocy-
anin. In both the Rieske protein and subunit II, one of the metal ions
of the cluster superposes on the metal ion of the respective mononu-
clear counterpart. Therefore, these subunits seem to have originated
from water-soluble mononuclear redox proteins that were incorpo-
rated into the respective membrane protein complexes.

5. Structure of the Rieske Protein in Cytochrome bc Complexes

In bc complexes (bc1 complexes of mitochondria and bacteria and b6 f
complexes of chloroplasts), the catalytic domain of the Rieske protein
corresponding to the isolated water-soluble fragments that have been
crystallized is anchored to the rest of the complex (in particular, cyto-
chrome b) by a long (37 residues in bovine heart bc1 complex) trans-
membrane helix acting as a membrane anchor (41, 42). The great
length of the transmembrane helix is due to the fact that the helix
stretches across the bc1 complex dimer and that the catalytic domain
of the Rieske protein is ‘‘swapped’’ between the monomers, that is, the
transmembrane helix interacts with one monomer and the catalytic
domain with the other monomer. The connection between the mem-
brane anchor and the catalytic domain is formed by a 12-residue flex-
ible linker that allows for movement of the catalytic domain during
the turnover of the enzyme (Fig. 8a; see Section VII). Three different
positional states of the catalytic domain of the Rieske protein have
been observed in different crystal forms (Fig. 8b) (41, 42):

• A ‘‘c1 positional state’’ where the exposed NH group of His 161
which is a ligand of the Rieske cluster forms a hydrogen bond
with a propionate group of heme c1 (42)

• An ‘‘intermediate state’’ where the environment of the Rieske
cluster does not interact with any other subunit of the bc1 complex

• A ‘‘b positional state’’ that is stabilized by the interaction of His
161 with a molecule of the inhibitor stigmatellin bound in the
quinone binding pocket (41), which is supposed to mimic the hy-
drogen bonding pattern of the reaction intermediate, semiqui-
none (43)

In addition to this large movement of the Rieske protein, small but
nevertheless significant conformational differences within the func-
tional domain are observed. The structure of the functional domain of
the Rieske subunit in the P6222 crystal form showing the ‘‘c1 posi-
tional state’’ is the same as that of the water soluble fragment
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FIG. 8. (a) Structure of the full-length Rieske protein from bovine heart mitochon-
drial bc1 complex. The catalytic domain is connected to the transmembrane helix by a
flexible linker. (b) Superposition of the three positional states of the catalytic domain
of the Rieske protein observed in different crystal forms. The ‘‘c1 state’’ is shown in
white, the ‘‘intermediate state’’ in gray, and the ‘‘b state’’ in black. Cytochrome b con-
sists of eight transmembrane helices and contains two heme centers, heme bL and bH .
Cytochrome c1 has a water-soluble catalytic domain containing heme c1 and is anchored
by a C-terminal transmembrane helix. The heme groups are shown as wireframes, the
iron atoms as well as the Rieske cluster in the three states as space-filling representa-
tions.

(ISF). However, in the P65 crystal form (‘‘intermediate state’’), the
cluster binding subdomain appears to be detached from the base fold
(� sheets 1 and 2) in an ‘‘open’’ conformation (42). If the functional
domains of the two crystal forms are superposed using the base fold
residues, the rms deviation of the C� positions of the cluster binding
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subdomain is 1.6 Å. The relative position between the cluster binding
subdomain and the base fold in the P65 form shows greater similarity
to the structure of the RFS than to the ISF in the P6522 form. When
the structure of the Rieske protein in the P6522 form and that of the
soluble b6 f fragment (1RFS) were superposed on the P65 structure
using the common base fold residues (�2 and �3), the rms deviation
of the C� atoms in the cluster binding fold was 1.6 Å for the P6522
form and 1.0 Å for the RFS (42).

The similarity of the Rieske protein in the P65 crystal form to the
structure of the spinach RFS is also obvious from the conformation of
residue Pro 175 in the ‘‘Pro loop’’: As in the structure of the soluble
ISF, the trans conformation is observed for Pro 175 of the Rieske pro-
tein in the P6522 crystal form, while the cis conformation, as in the
RFS, is observed in the P65 crystal form (42). The conformational
change occurring at Pro 175 as well as a bend occurring at Gly 137
lead to a rotation by approximately 6� of the cluster binding subdo-
main between the two crystal forms.

C. MUTATIONAL STUDIES

1. Rieske Proteins from Cytochrome bc1 Complexes

Early mutational studies of the Rieske protein from bc1 complexes
have been performed with the intention of identifying the ligands of
the Rieske cluster. These studies have shown that the four conserved
cysteine residues as well as the two conserved histidine residues are
essential for the insertion of the [2Fe–2S] cluster (44, 45). Small
amounts of a Rieske cluster with altered properties were obtained in
Rhodobacter capsulatus when the second cysteine in the cluster bind-
ing loop II (Cys 155, corresponding to Cys 160 in the bovine ISF) was
replaced by serine (45). The fact that all four cysteine residues are
essential in Rieske clusters from bc complexes, but that only two cys-
teines are conserved in Rieske-type clusters, led to the suggestion
that the Rieske protein may contain a disulfide bridge; the disulfide
bridge was finally shown to exist in the X-ray structure (9).

Using a random mutagenesis approach, respiratory-deficient (34)
and temperature-sensitive (46, 47) mutants of the Rieske protein of
the yeast bc1 complex have been selected. A large fraction of the point
mutants had changes of residues in the ‘‘bottom’’ of the cluster bind-
ing subdomain (the loop �7–�8) and in the ‘‘Pro loop’’ comprising resi-
dues 174–180 of the ISF (Fig. 9; see Section III,B,3); this indicates
the importance of the ‘‘Pro loop’’ for the stability of the protein. Amino
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FIG. 9. The structure of the Rieske fragment from bovine heart bc1 complex, indicat-
ing positions where deficient mutations have been selected in yeast (see text).

acid exchanges that led to the loss of the iron sulfur cluster or com-
plete loss of activity (when the cluster content was not checked) in-
clude Asp 166 � Asn, Ser 168 � Pro, Gly 169 � Asp, Arg 170 � Gly,
Ala 176 � Val, and Asn 179 � Lys (the bovine numbering system is
used throughout this section; the corresponding numbers for the ma-
ture yeast Rieske protein are obtained by subtracting 10). In the mu-
tant Pro 175 � Ser, the Rieske cluster content was 20% of wild type
levels while the specific activity per Rieske cluster was not reduced
(34). Additional amino acid exchanges that led to complete loss of the
cluster or of the activity were found in Trp 132 � Arg, Gly 137 �
Asp, and Pro 183 � Ser; these residues are fully conserved in all
Rieske proteins from bc1 complexes (except for the exchange of Trp
for Tyr in the bc1 complex of Chlamydomonas reinhardtii) (48), and
they have important structural roles. Gatti et al. (34) have identified
three mutants in which the midpoint potential of the Rieske cluster
was shifted to more negative values by 50 to 100 mV: Gly 143 � Asp,
Pro 146 � Leu, and Pro 159 � Leu. All these mutations will lead to
a distortion of the protein environment of the [2Fe–2S] cluster and
most probably of the hydrogen bond network surrounding the cluster
[discussed by Iwata et al. (9)]; the cluster content of the three mutants
is reduced by 32–70%.

The importance of hydrogen bonds for the redox potential of the
Rieske cluster has been demonstrated by site-directed mutagenesis of
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the conserved residues that form the following OH–S hydrogen bonds
from side-chain hydroxyl groups to sulfur atoms of the cluster: Ser
163 O	–S-1 and Tyr 165 O�–Cys 139 S	.

Both residues were replaced by other amino acids through point
mutations introduced on plasmids either containing the gene for the
Rieske protein in yeast (35) or containing the fbc operon in Paracoc-
cus denitrificans (36), and the effect was comparable in both organ-
isms. When Ser 163 was replaced by alanine (eliminating the hydro-
gen bond to the S-1 of the cluster), the midpoint potential was lowered
by 95 or 130 mV, and when Tyr 165 was replaced by phenylalanine
(eliminating the hydrogen bond to the S	 of Cys 139), the midpoint
potential was lowered by 45 or 65 mV. Eliminating both hydrogen
bonds had an approximately additive effect. In all these variants, the
stability of the cluster was not perturbed; this is in contrast to the
effect of most other mutations, where rather small changes of the
midpoint potential are accompanied by a marked decrease of the sta-
bility. The activity of the bc1 complex decreases with the decrease in
midpoint potential of the Rieske cluster; this clearly shows that the
midpoint potential of the Rieske cluster is critical for hydroquinone
oxidation. The interaction between the Rieske cluster and quinones
was not perturbed by the mutations (36).

A different effect was observed when Tyr 165 was replaced by non-
aromatic amino acids; in this case the Rieske protein was no longer
found in the membranes. The aromatic side chain is essential for the
stability of the environment of the cluster, so that protein is unstable
and susceptible to proteolytic degradation when the tight packing
around the cluster is perturbed. A different effect was observed in the
mutant Ser 165 � Cys, where the protein was present in full amount
but without any detectable Rieske cluster; this mutation affects, not
the stability of the protein, but the insertion of the cluster (35). In the
mutant Ser 165 � Thr where the hydrogen bond can be formed, a
slight decrease of both the midpoint potential and the activity of the
bc1 complex was observed, indicating a slight perturbation of the clus-
ter environment without loss of stability.

When the fully conserved residue Thr 140, which is packed against
the ‘‘Pro loop,’’ was substituted by Gly, His, or Arg in Rhodobacter
capsulatus, the midpoint potential of the Rieske cluster was de-
creased by 50–100 mV, the cluster interacted with the quinone pool
and the bc1 complex had 10–24% residual activity but the Rieske clus-
ter was rapidly destroyed upon exposure to oxygen (49). In contrast,
the residual activity was �5%, the cluster showed no interaction with
the quinone pool, and the interaction with the inhibitor stigmatellin
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was altered when Leu 142 was substituted by Gly, His, Arg, or Asp.
Leu 142 is exposed at the hydrophobic tip of the protein, adjacent to
the histidine ligands. In the mutants of Leu 142, the redox potential
of the cluster was lowered by 20–115 mV; this result is in contrast
to a preliminary report (50). Revertants of these photosynthetically
incompetent mutants were found at the same position (Leu 142 �
Ala, Leu 142 � Tyr) as well as in the flexible linker connecting the
catalytic domain of the Rieske protein to the membrane anchor (Val
68 � Leu, Val 68 � Phe, Ala 70 � Thr, Ala 70 � Val (bovine heart
numbering system) (51). The mutation Ala 70 � Thr has also been
found as an intergenic second-site suppressor for a mutation in cyto-
chrome b (Thr 163 � Phe in the Rhodobacter capsulatus sequence)
(52). The cytochrome b reduction rate, which was essentially zero in
the mutant Leu 142 � Gly, was five- to ten-fold slower in the second-
site revertants compared with the wild-type strain, but the interac-
tion with the quinone pool as observed in the EPR spectrum (cf. Fig.
15) was not restored; this indicates that the second-site revertants
suppress the defect inferred by the mutation in position 142 without
eliminating it.

When the second-site revertants were segregated from the original
mutations, the bc1 complexes carrying a single mutation in the linker
region of the Rieske protein had steady-state activities of 70–100% of
wild-type levels and cytochrome b reduction rates that were approxi-
mately half that of the wild type. In all these mutants, the redox
potential of the Rieske cluster was increased by about 70 mV com-
pared to the wild type (51). Since the mutations are in residues that
are in the flexible linker, at least 27 Å away from the cluster, it is
extremely unlikely that any of the mutations would have a direct ef-
fect on the redox potential of the cluster that would be observed in
the water-soluble fragments. However, the mutations in the flexible
linker will affect the mobility of the Rieske protein. Therefore, the
effect of the mutations described is due to the interaction between the
positional state of the Rieske protein and its electrochemical proper-
ties (i.e., the redox potential of the cluster).

2. Dioxygenase Systems

The coordination of the Rieske cluster in the � subunit of benzene
dioxygenase has been studied by site-directed mutagenesis. The re-
placement of His 98 or His 119 (corresponding to His 83/104 in NDO)
by Cys resulted in a protein that was unable to coordinate a normal
Rieske-type cluster (53). In the mutant His 98 � Cys, a novel EPR
spectrum with gav � 1.94 was detected that is intermediate between
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the g values observed for Rieske proteins (gav � 1.96) and those ob-
served for plant type ferredoxins (gav � 1.91); however, the EPR spec-
trum represents only a minority species (�10%). A slightly perturbed
Rieske-type cluster with a shifted gx value was observed in the mu-
tant Tyr 118 � Ser (corresponding to the conserved Y103 in NDO);
this residue is located in the cluster coordinating loop II between the
two ligands and its sidechain is packed against one inorganic sulfur
(S-2). The EPR intensity of the Rieske cluster was approximately half
of that from the wild type and the activity was 1% of the wild-type
level.

The environment of the Rieske-type cluster was explored in site-
directed mutants of the Rieske-type ferredoxin from benzene dioxy-
genase (54). Four mutants where highly conserved residues in the
vicinity of the cluster were exchanged have been studied: Gly 46 �
Ala, Gly 57 � Ala, Glu 61 � Thr (this acidic residue is adjacent to
Cys 62, which is a ligand to the Rieske cluster), and Leu 64 � Phe
(this residue corresponds to residue Tyr 118 in the � subunit). These
exchanges led to small shifts of the redox potential (�45 and �25 mV
in the mutants Gly 46 � Ala, and Leu 64 � Phe, respectively; �35
mV in the mutant Glu 61 � Thr). Only the mutant E61T showed an
altered EPR spectrum (broadening of gx). On first sight it is surprising
that the exchange of an acidic, negatively charged residue in the vi-
cinity of the cluster for a neutral residue led to a decrease of the
redox potential.

IV. Spectroscopy

A. ELECTRONIC SPECTROSCOPY: ABSORPTION, CIRCULAR DICHROISM, AND

MAGNETIC CIRCULAR DICHROISM (MCD) SPECTROSCOPY

The spectra of iron sulfur proteins in the visible and near-UV range
show a broad absorption envelope resulting from a large number of
overlapping absorption bands deriving from transitions with predomi-
nantly S � FeIII charge transfer character. The complexity of these
transitions is partially resolved in the natural circular dichroism (CD)
and magnetic circular dichroism (MCD) spectra because of different
selection rules and the appearance of both positive and negative
bands (Fig. 10). Natural CD spectra also serve as a sensitive monitor
of distortions of the iron sulfur cluster.

Both Rieske and Rieske-type proteins have absorption spectra
which are significantly different from those of proteins with 4-cysteine



114 THOMAS A. LINK

FIG. 10. Absorption, CD, and MCD spectra of the Rieske fragment from bovine heart
bc1 complex. (Top panel ) absorption spectra (298 K); (middle panel ) CD spectra
(298 K); (bottom panel ) MCD spectra (1.7 K). , reduced protein; - · -, oxidized
protein.

coordinated [2Fe–2S] clusters. In the oxidized state, maxima at
325 nm and 458 nm as well as a shoulder between 560 and 580 nm
are observed (Table V) (5, 30, 55). In the reduced state, maxima are
observed around 380–383 nm, 425–432 nm, and between 505 and
550 nm.
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TABLE V

EXTINCTION COEFFICIENTS AND ELLIPTICITIES OF THE RIESKE PROTEIN FROM

BOVINE HEART bc1 COMPLEX (ISF) AND OF THE RIESKE-TYPE FERREDOXIN FROM

BENZENE DIOXYGENASE (FdBED)

ISF FdBED

Absorption � (nm)  (mM�1cm�1) � (nm)  (mM�1cm�1)

Oxidized 323 15.7 325 9.0
458 8.4 457 4.8
579 4.3 573 2.7

Reduced 305 11.1
383 4.8 382 4.1
428 4.0 432 3.3
520 2.7 505 2.1

ISF FdBED

CD � (nm) 
 (M�1cm�1) � (nm) 
 (M�1cm�1)

Oxidized 314 �22.7 323.5 �21.2
379 �18.8 376.5 �17.7

Reduced 314.5 �18.1 312 �16.1
389.5 �19.4 386.5 �9.3
506 �6.6 502 �8.9

The CD spectra reveal several distinct features that are highly sig-
nificant for both Rieske and Rieske-type clusters. The CD spectra
of the oxidized proteins show two positive bands between 310 and 350
nm, a negative band at 375–380 nm, and a set of positive bands be-
tween 400 and 500 nm. The CD spectra of the reduced proteins show
positive bands at 314 nm, a negative band at 384–390 nm and a nega-
tive band around 500 nm.

These characteristic CD spectra differ significantly from those of
other iron sulfur proteins (Fig. 11); for example, proteins containing
4-Cys-coordinated [2Fe–2S] clusters (plant type ferredoxins as well
as adrenodoxin) show CD spectra that are dominated by strong posi-
tive CD bands between 420 and 460 nm in the oxidized state and
negative CD bands between 440 and 510 nm in the reduced state (56).
Therefore, CD spectra of Rieske proteins are highly significant and
can be used to identify Rieske and Rieske-type clusters even in the
absence of other evidence (57). The strong negative CD band of the
reduced cluster around 500 nm can be used to monitor the redox state
of the Rieske cluster even in the presence of hemes, such as in the
cytochrome bc1 complex.
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FIG. 11. Comparison of the difference CD spectra (reduced � oxidized) of the Rieske
fragment from bovine heart mitochondria (ISF, ), of the Rieske-type ferredoxin
from benzene dioxygenase (FdBED , - · -) and of spinach ferredoxin containing a 4-cysteine
coordinated [2Fe–2S] cluster (����).

The CD spectra of the oxidized Rieske protein from bc1 complexes
are pH dependent. Although the general features of the spectra per-
sist, small but significant shifts of all bands in the near UV and visi-
ble regions occur between pH 6.5 and 10, while the far UV (secondary
structure) CD spectrum is not altered, indicating that the structure
of the oxidized protein does not change (58). The analysis of the CD
spectra indicated the presence of two deprotonation events with pKa,ox

values of 7.7 and 9.1 for the bovine protein. No deprotonation was
observed on the reduced protein over pH 6 to 11. The redox dependent
deprotonation has been ascribed to the histidine ligands of the [2Fe–
2S] cluster. In the Rieske-type ferredoxin of benzene dioxygenase
from Pseudomonas putida, no redox-dependent deprotonation of the
histidine ligands is observed below pH 9, but the deprotonation trig-
gers the unfolding of the oxidized protein with a pKa of 9.5 (Hatzfeld,
O. M.; Unalkat, P.; Cammack, R.; Mason, J. R.; Link, T. A., manu-
script in preparation).

S � FeIII charge transfer bands are more intense in oxidized than
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in reduced iron sulfur proteins; upon reduction, the absorption inten-
sity of the Rieske cluster drops to approximately half the value ob-
served in the oxidized protein. However, the CD bands at 500 and
at 760 nm are observed only in the reduced Rieske proteins; their
assignment should provide valuable information on the ligand field
splitting of the iron ions, since strong CD bands are expected for mag-
netically allowed transitions, that is, d–d bands. High-spin FeIII has
no spin-allowed d–d transitions, whereas high-spin FeII has spin-
allowed d–d transitions derived from the excitation of the lowest-ly-
ing d orbital into the orbitals of the t2g set; these transitions are char-
acterized by anisotropy factors (dissymmetry ratios, 
/) � 0.05. In
reduced plant-type ferredoxins, CD bands belonging to the transi-
tions dz2 � dxz and dz2 � dyz have been identified at energies 
Exz and

Eyz of 6000 and 3800 cm�1 (59). From a ligand field analysis of Rieske
clusters, it has been suggested that the energy difference 
Exz should
be increased in Rieske clusters compared to plant-type ferredoxins
(60). The only strong CD bands of the reduced cluster between 7000
and 22,000 cm�1 are those at 13,000 cm�1 (760 nm) and 20,000 cm�1

(500 nm); the anisotropy factor of the band at 760 nm has been calcu-
lated to be around 0.01, which is not indicative of a d–d transition.
Therefore, Link et al. (55) have assigned the band at 500 nm to the
highest energy d–d transition (dz2 � dxz), giving 
Exz � 20,000 cm�1.
This assignment is consistent with the EPR analysis of Bertrand et
al. (60), but it has been questioned based on the results of molecular
orbital (MO) calculations: (i) Model calculations for distorted tetrago-
nal 4-coordinate high-spin FeII show that the energy difference 
Exz is
always significantly smaller than 20,000 cm�1 (Grodzicki, M., unpub-
lished results). As there are no other putative d–d transitions ob-
served above 7000 cm�1, this would suggest that the ligand field split-
ting in Rieske proteins is not significantly larger than in plant-type
ferredoxins. (ii) MO calculations applying density functional theory
on the structure of the cluster of the water-soluble fragment of the
bovine Rieske protein indicate that the ligand field of the FeII is more
symmetric in Rieske proteins than in plant-type ferredoxins, and the
spin-allowed d–d transition should be below 7000 cm�1 (Grodzicki, M.;
Link, T. A., manuscript in preparation). This issue will be discussed
in the context of the interpretation of the EPR spectra.

In its reduced state, the paramagnetic Rieske cluster shows a tem-
perature-dependent MCD spectrum composed of numerous positive
and negative C-terms that originate from the S � �� ground state. The
MCD spectra lack the FeII � S charge transfer bands that are ob-
served as intense negative bands between 300 and 350 nm and a posi-
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tive band around 275 nm in rubredoxins, as well as in proteins con-
taining 4-Cys-coordinated [2Fe–2S] clusters (61). These transitions
should be shifted to higher energy (lower wavelength) in Rieske pro-
teins where the FeII of the reduced cluster is coordinated by two histi-
dine residues.

B. MÖSSBAUER SPECTROSCOPY

Fee et al. (5) have studied the 57Fe-enriched Rieske protein from T.
thermophilus (TRP) using Mössbauer spectroscopy. The oxidized (dia-
magnetic) TRP showed a temperature-independent four-line spectrum
resulting from a superposition of two quadrupole doublets of equal
intensity. The reduced (paramagnetic) protein displayed temperature-
and field-dependent spectra that were ‘‘strikingly similar’’ to those
reported for putidaredoxin from Pseudomonas putida containing a
four-cysteine-coordinated [2Fe–2S] cluster (72). The major difference
between TRP and putidaredoxin as well as other proteins containing
a four-cysteine-coordinated [2Fe–2S] cluster is a more positive isomer
shift � of the FeII site of the reduced cluster (0.68 mm/s compared
to 0.55–0.59 mm/s in four-cysteine-coordinated [2Fe–2S] clusters at
200 K), indicating coordination of a less electron donating ligand than
cysteinate to the FeII site. An isomer shift similar to that in TRP was
observed in putidamonoxin from Pseudomonas putida (63), which has
a Rieske-type EPR spectrum (64), as well as in the Rieske-type ferre-
doxin from toluene 4-monooxygenase (T4MOC) (64a).

In TRP, the FeIII site was shown to have a fairly isotropic A tensor,
while the A tensor of the FeII site was quite anisotropic (5). The EFG
tensor of the FeII site was axially symmetric around the x axis of the
A tensor, and the largest component was positive both for the Rieske
protein and for putidaredoxin. In contrast, in plant-type ferredoxins
the A tensor is symmetric around the z axis and the largest compo-
nent is negative. This field gradient is consistent with the FeII having
an orbital ground state with dz2 symmetry while the EFG tensor of
both the Rieske protein and putidaredoxin suggests a dx2�y2 ground
state; however, an alternative explanation has been given by Ber-
trand and Gayda (65). This issue is discussed in Section IV,E,1 to-
gether with the interpretation of the EPR spectra.

In summary, the Mössbauer data presented by Fee et al. (5) gave
the first conclusive evidence that Rieske clusters contain noncysteine
ligands bound to the FeII site of a localized mixed valence cluster. In
addition, strong similarities with [2Fe–2S] clusters in bacterial dioxy-
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genases were noted that gave a strong indication for the existence of
Rieske-type clusters in these systems.

C. RESONANCE RAMAN SPECTROSCOPY

Resonance Raman (RR) spectroscopy provides information about
the vibrational characteristics of a chromophore, for example, a metal
center, within the complex environment of a protein. In RR spectra,
those vibrational transitions are observed selectively that are coupled
to electronic transitions. In iron sulfur proteins, this technique has
been used to resolve the complex electronic absorption spectra and to
identify both vibrational and electronic transitions.

RR spectra of the Rieske protein from T. thermophilus (TRP) and
of phthalate dioxygenase from Burkholderia cepacia (PDO) have been
reported by Kuila et al. (66, 67), and those of the Rieske protein from
Sulfolobus sp. strain 7 tentatively called ‘‘sulredoxin’’ by Iwasaki et
al. (68). Although no complete analysis is yet available, several con-
clusions can be drawn from these spectra, in comparison to the spec-
tra of proteins containing a 4-cysteine coordinated [2Fe–2S] cluster
(Table VI).

In oxidized Rieske proteins, a larger number of peaks are observed
that have been attributed to vibrations of the iron–sulfur core; this is
indicative of the reduced symmetry of the iron–sulfur core in Rieske
proteins since ungerade vibrations are Raman-inactive in the centro-
symmetric (in first approximation) [2Fe–2S]-Cys4 core (point group
D2h or C2h) while the corresponding modes are Raman-active in C2v

symmetry. The characteristic peak of the Bt
3u mode of proteins con-

TABLE VI

SELECTED RESONANCE RAMAN MODES OF RIESKE PROTEINS AND OF PROTEINS CONTAINING A

[2Fe-2S]-Cys4 CLUSTERa

Oxidized cluster Reduced cluster
Mode Mode

(D2h symmetry) [2Fe-2S]-Cys4 Rieske [2Fe-2S]-Cys4 Rieske (C2v symmetry)

Symmetry D2h C2v Symmetry

283–291 cm�1Bt
3u — 263–273 cm�1 — At

1

At
g 329–338 cm�1 ? 307–314 cm�1 299–300 cm�1 At

1

Bt
1u 350–357 cm�1 357–360 cm�1 319–328 cm�1 316–321 cm�1 Bt

2

Ab
g 387–400 cm�1 382–396 cm�1 370–385 cm�1 373–380 cm�1 Ab

1

a Assignments for [2Fe–2S]-Cys4 clusters were taken from Han et al. (128), those for oxidized
Rieske clusters from Kuila et al. (67). Symmetry labels refer to idealized cluster cores.
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taining a 4-cysteine coordinated [2Fe–2S] cluster around 291 cm�1 is
absent in oxidized Rieske proteins; this normal mode is the asymmet-
ric combination of the breathing motions of the terminal (t) sulfurs
that cannot occur in Rieske proteins where one iron atom is coordi-
nated by histidine residues. Rieske proteins show a (weak) peak at
266–270 cm�1 that is not observed in proteins containing a 4-cysteine
coordinated [2Fe–2S] cluster; this peak has a unique excitation profile
when compared to the other Raman peaks and has been tentatively
assigned to a FeIII–N(His) stretching mode. This peak is upshifted
8 cm�1 at alkaline pH values, which is consistent with the suggested
deprotonation of histidine at elevated pH values.

A peak at 357–360 cm�1 in oxidized Rieske proteins has been as-
signed to a Bt

2 mode (67); this mode corresponds to the Bt
1u mode in

proteins containing a 4-cysteine coordinated [2Fe–2S] cluster that
is predominantly FeIII–St stretching and that is observed at 350–
357 cm�1. The similarity is an indication that the FeIII site is structur-
ally very similar in Rieske proteins and in proteins containing a 4-
cysteine coordinated [2Fe–2S] cluster; the upshift in the frequencies
of the FeIII–St stretching mode in Rieske proteins could be explained
either by different hydrogen bonding interactions or by differences in
the Fe–S	–C�–C� dihedral angles. Higher frequencies of the Bt

2(Bt
1u)

mode correspond to increased coupling between the FeIII–St stretching
and the St–C�–C� bending modes that occurs when the dihedral
angle is close to 180�, whereas lower frequencies correspond to angles
closer to 90�. In the X-ray structure of the bovine Rieske fragment,
the dihedral angles are 172� and 151� for Cys 139 and Cys 158, re-
spectively, whereas the dihedral angles in the high-resolution struc-
ture of the [2Fe–2S] ferredoxin from the alga Chlorella fusca (PDB
file 1AWD) (70) and from Equisetum (horsetail, PDB file 1FRR) (71)
are close to 120�. This suggests that the differences observed in the
Bt

2(Bt
1u) modes correlate with the variation of the dihedral angles of

the coordinating cysteine residues.
In the reduced [2Fe–2S]–Cys4 cluster, the Bt

2 mode is observed at
319–328 cm�1; this peak is the only strong peak upon excitation below
450 nm (61). In the reduced bovine Rieske fragment (ISFb), two in-
tense peaks are observed at 321 and 341 cm�1 upon excitation below
450 nm (Link, T. A.; Crouse, B. R.; Johnson, M. K., unpublished re-
sults). The difference observed in the excitation profiles indicates that
S–FeIII ligand-to-metal charge transfer bands are blue-shifted to
higher energies in Rieske clusters compared to [2Fe–2S]–Cys4

clusters.
Upon excitation of the reduced Rieske cluster above 500 nm, in-



STRUCTURES OF RIESKE AND RIESKE-TYPE PROTEINS 121

tense peaks are observed at 299–300 and 373–380 cm�1. These spec-
tra are remarkably similar to those reported for reduced proteins con-
taining a 4-cysteine coordinated [2Fe–2S] cluster upon excitation
above 500 nm (61) with the exception of the absence of the peak of
the At

1 mode (in C2v symmetry) corresponding to the Bt
3u mode (in D2h

symmetry) of the [2Fe–2S]–Cys4 cluster. The peaks observed at 299–
300 and 373–380 cm�1 correspond to At

1 and Ab
1 modes (b, involving the

bridging sulfurs), respectively, which are observed at 307–314 and
370–385 cm�1 in reduced 4-cysteine coordinated [2Fe–2S] clusters
(61).

In general, the resonance Raman spectra reveal strong structural
similarity of the FeIII site in Rieske proteins and in proteins con-
taining a 4-cysteine coordinated [2Fe–2S] cluster, while additional
modes are observed for vibrations involving the FeII site and the histi-
dine ligands.

D. X-RAY ABSORPTION SPECTROSCOPY

X-ray absorption spectroscopy has been performed on the isolated
Rieske protein from bovine heart mitochondrial bc1 complex (69) as
well as on the Rieske-type cluster in Burkholderia cepacia phthalate
dioxygenase (PDO) (72). The analysis performed by Powers et al. (69)
was significantly hampered by the fact that the presence of two histi-
dine ligands was not fully recognized; therefore, only the results ob-
tained with the dioxygenase where the mononuclear iron has been
depleted will be considered here. Table VII gives a comparison of the
distances obtained from the fit of the EXAFS spectra assuming an
idealized Rieske model and of the distances in the crystal structures

TABLE VII

COMPARISON OF THE DISTANCES WITHIN THE RIESKE CLUSTER OBTAINED FROM EXAFS
MEASUREMENTS (72) AND FROM X-RAY CRYSTALLOGRAPHY

Cluster Oxidized Reduced

Distancea EXAFS (72) EXAFS (72) 1RIE (9) 1RFS (10)

Fe1–Fe2 2.68 � 0.03 Å 2.68 � 0.03 Å 2.71 Å 2.72 Å
Fe–Sb 2.20 Å 2.25 Å 2.24 Å 2.32 Å
Fe1–St 2.32 Å 2.31 Å 2.26 Å 2.28 Å
Fe2–N� 2.05 � 0.04 Å 2.09 � 0.04 Å 2.15 Å 2.21 Å

a Sb, bridging sulfurs (average distances); St, terminal sulfurs (cysteine S	, average
distances); N�, coordinating imidazoles (average distances).
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of the water-soluble Rieske fragments from bovine heart (PDB file
1RIE, 1.5 Å resolution) and spinach (1RFS, 1.8 Å resolution). Consid-
ering the error margins and the fact that the EXAFS data can only
give convoluted distances, there is excellent agreement between these
data; they show that the [2Fe–2S] core is structurally very similar to
that found in proteins containing a 4-cysteine coordinated [2Fe–2S]
cluster or in model compounds. The EXAFS data indicate a contrac-
tion of the [2Fe–2S] cluster upon oxidation; unfortunately, no high-
resolution structure of an oxidized Rieske cluster is yet available.

From an analysis of the intensity of the 1s–3d pre-edge transi-
tion in the XANES spectra, Tsang et al. (72) have suggested that
the histidine-coordinated FeII of the reduced cluster may be 5-coordi-
nated; this is not supported by the X-ray structures.

E. MAGNETIC SPECTROSCOPY

1. EPR Spectroscopy

The nonheme iron protein of the cytochrome bc1 complex has been
discovered through its unique EPR properties, that is, the ‘‘g �
1.90 EPR signal’’ (1). The average g value gav of Rieske proteins (1.90–
1.91) is well outside the range observed for other binuclear iron sulfur
proteins (1.945–1.975) (4). Since substitution of sulfur by selenium
(which is a more electron-donating ligand than sulfur) causes an in-
crease in gav , the decreased gav of Rieske proteins compared to plant-
type ferredoxins prompted Blumberg and Peisach (4) to suggest that
‘‘the chemical makeup . . . must include one or more atoms which
are less electron donating than sulfur.’’

a. Theoretical Models. The g values in antiferromagnetically cou-
pled [2Fe–2S] clusters with an effective spin S � �� are given by

gi � �� gi (FeIII) � 	� gi (FeII) (i � x, y, z), (1)

assuming parallel g tensors (73). The g tensor around the FeIII site
with almost ideal tetrahedral geometry is nearly isotropic (gx,y,z �
2.02) so that the effective g values of the whole cluster are determined
by the g tensor around the FeII site. The g tensor around the FeII site
depends on the energy splitting and rotational relationship of the d
orbitals and can be described by

gi � ge �
ni�


Ei
, (2)



STRUCTURES OF RIESKE AND RIESKE-TYPE PROTEINS 123

with ge being the free electron g value (2.00232), � the spin–orbit
coupling constant (�105 cm�1 for the free Fe2� ion), ni � 2 � �rotation
matrix element�2, where the rotation matrix describes the rotations
relating the ground-state orbital to higher energy d orbitals by rota-
tions around the three axes i � (x, y, z), and 
Ei being the energy
differences between these d orbitals. Bertrand et al. (60) have devel-
oped a model where they can explain both the differences between
[2Fe–2S] clusters belonging to the ‘‘gav � 1.96 class’’ and Rieske-type
clusters and the variation within both groups. In this model, the li-
gand field at the FeII site is strongly compressed in Rieske-type clus-
ters so that the ligand field splitting between the ground state and
the highest energy state is increased compared to [2Fe–2S] clusters
belonging to the ‘‘gav � 1.96 class.’’ The model is compatible both with
a dz2 ground state (highest energy orbital dxz) and with a dx2�y2 ground
state (highest energy orbital dxy). In both cases, the energy difference
between the ground state and highest energy state (
Exz or 
Exy , re-
spectively), must be significantly greater than 10,000 cm�1 in order to
explain the observed g values. Because of the compression, the energy
differences between the ground state and the lower excited states
(
Exy and 
Eyz in the case of the dz2 ground state, 
Exz and 
Eyz in the
case of the dx2 � y2 ground state), are small, which then leads to low g
values along two of the three axes in Rieske clusters.

The transition between the ground state and the highest energy
state is magnetically allowed both for a dz2 and a dx2�y2 ground state
and should be observable in CD spectroscopy. Therefore, Link et al.
(55) have suggested that the strong negative CD band of the reduced
protein at 20,000 cm�1 should correspond to this transition. However,
this interpretation is not consistent with molecular orbital (MO) cal-
culations (Grodzicki, M.; Link, T. A., manuscript in preparation) since
an energy difference 
Exz or 
Exy, respectively, of 20,000 cm�1 is in-
compatible with a four-coordinate FeII site. The MO calculations indi-
cate a smaller splitting of the t2g set of d orbitals in Rieske proteins
compared to plant-type ferredoxins and a dx2�y2 ground state as well
as a positive EFG tensor, which is consistent with the results of the
Mössbauer experiments.

The existence of the dx2�y2 ground state, which is well founded on
both experiment and theory, suggests a different model to account
for the observed EPR parameters. The general theoretical model for
[2Fe–2S] ferredoxins developed by Bertrand and Gayda (65) involves
mixing between the dz2 and dx2�y2 orbitals in the ground state �0, which
is described by a mixing angle �:

�0 � cos � �z2 � � sin � �x2 � y2�. (3)
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A value of � � 0� corresponds to a pure dz2 ground state, and � � 90�
to a pure dx2�y2 ground state. Since the d orbital rotation matrix ele-
ments are different for the dz2 and dx2�y2 orbitals, this will lead to a
variation of the local g tensor of the FeII site with the mixing angle �:

gx (FeII) � ge �
8�


Eyz
sin2 �� �

�
3� (4a)

gy (FeII) � ge �
8�


Exz
sin2 �� �

�
3� (4b)

gz (FeII) � ge �
8�


Exy
sin2(�). (4c)

By applying the values obtained in MO calculations using the core
structures of the ISFb (Grodzicki, M.; Link, T. A., manuscript in prep-
aration), 
Eyz � 3200 cm�1, 
Exy � 5400 cm�1, 
Exz � 6800 cm�1, to
the model, we find that at � � 90� (dx2�y2 ground state), gz � gx � gy

with gav � 1.94. However, the g values depend critically upon the mix-
ing between dx2�y2 and dz2; when some dz2 character is mixed into the
ground state, the order is reversed so that gx � gz � gy with gav �
1.92. In this situation, gx and gz show opposite behavior upon varia-
tion of �: gz will increase with decreasing gx and vice versa. This model
predicts that gx should be oriented along the Fe–Fe axis; this is con-
sistent with conclusions drawn from studies on oriented membranes
(W. Nitschke, this volume). However, the details of the model have
yet to be worked out.

b. EPR Spectra. Within the group of Rieske proteins, the EPR g
values vary considerably; Table VIII gives a compilation of published
g tensors. The values of gz vary between 2.008 and 2.042, of gy be-
tween 1.888 and 1.92, and of gx between 1.72 and 1.834; the calculated
average g value gav varies between 1.883 and 1.921. The rhombicity
of the spectra can be calculated as

300(gy � gx)/(2gz � gy � gx)[%] (5a)

when gz is the unique g value (Rz), or as

300(gy � gz)/(2gx � gy � gz)[%] (5b)



TABLE VIII

g VALUES AND CALCULATED RHOMBICITY OF RIESKE AND RIESKE-TYPE CLUSTERS

Protein Species gz gy gx gav Rz (%) Rx (%) Reference

Isolated Rieske proteins
ISF (ISP) beef 2.029 1.896 1.761 1.897 101 99 30
ISF yeast 2.030 1.903 1.760 1.900 108 92 Merbitz-Zahradnik, T.;

Link, T. A., unpub-
lished

ISF P. denitrificans 2.033 1.901 1.770 1.903 99 101 Merbitz-Zahradnik, T.;
Link, T. A., unpub-
lished

ISF P. denitrificans 2.021 1.890 1.758 1.892 101 99 89
ISP N. crassa 2.031 1.900 1.752 1.894 108 92 cf. Ding et al. (79)
ISF spinach 2.03 1.90 1.74 1.89 114 87 31
ISP T. thermophilus 2.033 1.908 1.807 1.917 86 115 129
ISP T. thermophilus 2.023 1.906 1.78 1.905 105 95 82
SoxL Sulfolobus acidocald- 2.035 1.895 1.768 1.901 94 107 130

arius
SoxF Sulfolobus acidocald- 2.042 1.895 1.785 1.909 82 120 111

arius
ISP Nostoc 2.03 1.89 1.74 1.89 105 95 110

Isolated bc complexes
bc1 complex beef (asc.) 2.019 1.891 1.805 1.906 75 128 131
bc1 complex beef (dith.) 2.024 1.895 1.775 1.900 95 105 131
bc1 complex beef (Q2H2) 2.023 1.90 1.76 1.90 109 92 80
bc1 complex beef � EFA 2.017 1.90 1.80 1.91 90 111 80
bc1 complex yeast (asc.) 2.025 1.89 1.81 1.91 69 137 75
bc1 complex yeast (dith.) 2.026 1.89 1.79 1.904 81 121 75
bc1 complex yeast (dith.) 2.028 1.902 1.760 1.899 108 93 Merbitz-Zahradnik, T.;

Link, T. A., unpub-
lished

bc1 complex P. denitrificans (asc.) 2.021 1.888 1.797 1.903 76 127 89
bc1 complex P. denitrificans (dith.) 2.03 1.898 1.76 1.898 103 97 131a
bc1 complex R. capsulatus 2.019 1.893 1.762 1.893 103 97 cf. Ding et al. (79)
bc1 complex R. sphaeroides (asc.) 2.03 1.90 1.81 1.915 77 126 132
bc1 complex R. sphaeroides (dith.) 2.029 1.90 1.76 1.898 106 95 132
bc complex H. chlorum (asc.) 2.035 1.89 1.81 1.91 65 143 133
bc complex B. firmus (asc.) 2.028 1.90 1.832 1.921 63 145 100
bc complex B. firmus (dith.) 2.03 1.90 1.823 1.919 69 137 100
b6 f complex spinach (dith.) 2.03 1.90 1.76 1.90 105 95 134

Rieske-type ferredoxins
FdBED Ps. putida 2.026 1.890 1.834 1.918 51 165 135
T4MOC Ps. mendocina 2.009 1.897 1.76 1.897 138 68 64a
BphF B. cepacia 2.02 1.92 1.82 1.92 100 100 135a

Oxygenases
Pyrazon DO ? 2.02 1.91 1.79 1.91 106 94 136
Putidamonooxin Ps. putida 2.008 1.913 1.72 1.883 151 59 64
Benzene DO Ps. putida 2.018 1.917 1.754 1.898 134 71 135
Phthalate DO B. cepaciaa 2.016 1.914 1.763 1.900 128 76 82
Naphthalene DO B. cepaciaa 2.01 1.91 1.80 1.91 106 94 137
2-Halobenzoate-1,2-DO B. cepaciaa 2.025 1.91 1.79 1.91 103 97 86

2-Oxo-1,2-dihydroquino- Ps. putidaa 2.01 1.91 1.76 1.895 129 75 104
line 8-MO

Trichlorophenoxyacetate- B. cepaciaa 2.01 1.91 1.76 1.895 129 75 86a
MO

CMP-N-acetylneuraminic pig 2.01 1.91 1.78 1.90 118 83 22
acid hydroxylase

Alkene MO Xanthobacter 2.016 1.918 1.776 1.905 126 77 106
Choline MO spinach 2.008 1.915 1.736 1.889 147 62 21

ISF, water soluble fragment of the Rieske protein; ISP, isolated Rieske protein; DO, dioxygenase; MO, monooxygenase;
EFA, ethoxyformic anhydride. For the isolated bc complexes, the reducing agent is given in parentheses: asc., ascorbate; dith.
sodium dithionite; Q2H2, ubihydroquinone-2. The rhombicity along the z axis Rz was calculated as 300(gy � gx)/(2gz � gy � gx)
[%], the rhombicity Rx along the x axis as 300(gy � gz)/(2gx � gy � gz) [%].

a Burkholderia cepacia has formerly been known as Pseudomonas cepacia.
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FIG. 12. EPR spectra of the Rieske fragment from the bc1 complex of Paracoccus
denitrificans (ISFpd, top) and of the Rieske-type ferredoxin from benzene dioxygenase
(FdBED , bottom). EPR conditions were as follows (ISF/FdBED): microwave frequency,
9.021 GHz; modulation amplitude, 1 mT/0.9 mT; microwave power, 1 mW/9 mW; tem-
perature, 15 K/30 K.

when gx is the unique g value (Rx). For a completely rhombic g tensor,
the value of both Rz and Rx will be 100%. Values of Rz � 100% corre-
spond to Rx values �100% and vice versa; therefore, when Rz goes
from �100% to �100%, the unique axis changes from z to x. The
rhombicity is sensitive to the ligand field splitting and therefore also
to the geometry around the FeII site (4).

The rhombicity calculated for the Rieske proteins compiled in Table
VIII varies from 51% along the z axis over 100% to 59% along the x
axis; Fig. 12 shows the EPR spectra of the protein showing the lowest
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FIG. 13. Plot of the g values (gx , gy , gz) and of the average g value gav vs rhombicity
(Rz) of the Rieske and Rieske-type proteins listed in Table VIII. The lines represent
linear fits to the data points.

rhombicity, the Rieske-type ferredoxin from benzene dioxygenase
(FdBED, Rz � 51%), and the rhombic EPR spectrum of the ISF (Rz �
Rx � 100%). In contrast to proteins having a 4-cysteine coordinated
[2Fe–2S] cluster (4), Rieske and Rieske-type protein show a strong
correlation between the three g values and the calculated rhombicity.
In Fig. 13, the average g value gav as well as the three g values gz , gy ,
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and gx are plotted against the rhombicity (in order to avoid confusion
about the axis change, the rhombicity along the z axis Rz is used over
the whole range; values � 100% correspond to a rhombicity of approx-
imately 200% � Rz along the x axis). gav , gz , and gx decrease with
increasing Rz while gy increases with increasing Rz . The scatter in the
data points is at least in part due to the difficulty of determining the
exact value of gx that gives a broad feature in the EPR spectra of most
Rieske and Rieske-type proteins.

The fact that all components of the g tensor correlate with the sin-
gle parameter rhombicity identifies that as a good parameter for the
description of the EPR spectra of Rieske and Rieske-type proteins and
therefore of the ligand field around the FeII site having histidine coor-
dination. This situation is clearly different from that observed in pro-
teins having a 4-cysteine coordinated [2Fe–2S] cluster (4). The fact
that the variation of the EPR properties is controlled only by the li-
gand environment of the FeII site is consistent with the resonance
Raman spectra discussed previously, which show that the FeII site is
very similar in all Rieske proteins. It also reflects the close similarity
of the protein environment around the [2Fe–2S] cluster in all mem-
bers of the protein family so that the ligand field of FeII site and the
electron distribution are controlled by subtle changes, including hy-
drogen bonds into the [2Fe–2S] cluster.

The effect of hydrogen bonds has been studied in the Rieske protein
of the bc1 complex; this was possible because two of the eight hydro-
gen bonds formed with sulfur atoms of the cluster are derived from
side chains (see Section III,B). The highly conserved Ser 163 forms a
OH–S hydrogen bond to the bridging sulfur S-1, and Tyr 165 forms a
hydrogen bond to the S	 of Cys 139 that is a ligand of the 4-sulfur
coordinated Fe-1 (9). We have replaced these residues both in yeast
and in Paracoccus denitrificans by residues that are unable to form
OH–S hydrogen bonds (35, 36). These replacements had effects both
on the redox potential (discussed in Section V) and on the EPR spec-
tra of the Rieske cluster while the structural integrity of the protein
and of the cluster was maintained. The EPR g values of the variants
fall close to the line correlating the g values with rhombicity (Fig.
14a); the effect of the removal of a hydrogen bond can be described by
a decrease of the rhombicity compared to the wild-type enzyme. This
is consistent with the fact that very low values are calculated for the
rhombicity of Rieske proteins in menaquinone-utilizing bacteria (e.g.,
Heliobacter or Bacilli) where the residue corresponding to Ser 163 is
replaced by alanine, which cannot form the OH–S hydrogen bond
(16).
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FIG. 14. Plot of the g values (gx , gy , gz) and of the average g value gav vs rhombicity
(Rz) of (a) wild type (open symbol) and variant forms (closed symbols) of the Rieske
protein in yeast bc1 complex where the residues Ser 183 and Tyr 185 forming hydrogen
bonds into the cluster have been replaced by site-directed mutagenesis [Denke et al.
(35); Merbitz-Zahradnik, T.; Link, T. A., manuscript in preparation] and of (b) the
Rieske cluster in membranes of Rhodobacter capsulatus in different redox states of the
quinone pool and with inhibitors added [data from Ding et al. (79)]. The solid lines
represent linear fits to the data points; the dashed lines reproduce the fits to the g
values of all Rieske and Rieske-type proteins shown in Fig. 13.
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FIG. 15. EPR spectra of the Rieske cluster in membranes of Paracoccus denitrificans
in different redox states of the quinone pool and with inhibitors added. Qox , ascorbate
reduced; Qred , reduced with trimethylhydroquinone dissolved in dimethyl sulfoxide;
�EtOH, reduced with trimethylhydroquinone dissolved in 90% ethanol; �Myxo, ascor-
bate reduced with myxothiazol added; �Stigma, ascorbate reduced with stigmatellin
added. Only the gy and gx signals are shown. The dotted line has been drawn at
g � 1.80.

In bc complexes, the EPR signal of the Rieske cluster was found to
be heterogenous (74); it varies with the redox state of the system, in
particular of the quinone pool (cf. Table VIII) (75, 76). Binding of qui-
nonoid inhibitors such as stigmatellin leads to a significant shift and
a sharpening of the signals (77). Figure 15 shows the effect of the
oxidation or reduction of the quinone pool as well as the effect of addi-
tion of inhibitors on the Rieske cluster in membranes from Paracoccus
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denitrificans (36). Addition to short-chain alcohols also has an effect
on the shape of the EPR signal (78).

The effect of quinones on the EPR signal of the Rieske cluster has
been systematically explored in membranes from Rhodobacter capsu-
latus (79). From the changes of the EPR lineshape, Ding et al. (79)
have concluded that two molecules of quinone can bind simultane-
ously to the Rieske cluster, but this issue is still controversial. When
the g values for the different states (‘‘empty,’’ 1/2 hydroquinone (QH2)
bound, 1 quinone (Q) bound, 2 Q bound, and in the presence of either
stigmatellin or myxothiazol) are plotted against the calculated rhom-
bicity, the points all fall close to the line describing the relationship
of the g values vs rhombicity for the whole family (Fig. 14b). This
shows that also the effect of the binding of quinones or inhibitors to
the histidine ligands of the [2Fe–2S] cluster in membranes of Rhodo-
bacter capsulatus can be adequately described as a change of the
rhombicity of the cluster in the order of the states assigned as free (X
bound) � myxothiazol bound � QH2 bound � 1 Q bound � stigmatel-
lin bound � 2 Q bound.

Treatment of bovine heart bc1 complex with ethoxyformic anhydride
(EFA), which is known to modify amino acid residues covalently (pref-
erentially histidine residues), inhibits electron transfer and has an
effect on the EPR spectra of the Rieske cluster comparable to that
observed upon addition of stigmatellin, that is, a decrease in rhombic-
ity (80). This further supports the suggestion that quinones as well
as quinonoid inhibitors interact directly with the histidine ligands of
the Rieske cluster.

A completely different effect is observed when chloroplast b6 f com-
plex is incubated with the inhibitor dibromothymoquinone (DBMIB),
leading to a shift of the EPR signal to gav � 1.95; this effect is reversed
by inhibitors such as undecylhydroxybenzothiazol (UHDBT), which
bind more strongly than DBMIB (81). The addition of DBMIB does
not alter the magnetic couplings of the nitrogen ligands (8); this indi-
cates that histidine ligation alone is not sufficient to explain the EPR
spectra with gav � 1.91 observed in Rieske proteins. A similar shift of
the EPR signal to g values of 2.008, 1.95, and 1.91 has been observed
in bovine heart bc1 complex, although at higher DBMIB concentra-
tions (Link, T. A., unpublished results).

2. ENDOR and ESEEM Spectroscopy

Nitrogen coordination of the Rieske cluster had been suggested by
Blumberg and Peisach (4) as early as 1974. However, it was only after
the pioneering Mössbauer studies of Fee et al. (5) that the coordina-
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FIG. 16. Three-pulse ESEEM spectrum of the Rieske cluster in bovine heart submit-
ochondrial particles at gy � 1.89 and 3.7 K. The pairs of transitions belonging to the
two nitrogen atoms are indicated. Conditions of measurement are as stated in (87).

tion environment was studied directly using ENDOR and ESEEM
spectroscopy. Cline et al. (82) reported X-band ENDOR and ESEEM
spectra of the Rieske protein from Thermus thermophilus (TRP) and
of the Rieske-type cluster in phthalate dioxygenase from Burkhold-
eria cepacia (PDO). The ENDOR signals were erroneously interpreted
as arising from a strongly coupled ligand with a 14N hyperfine cou-
pling constant AN � 26–28 MHz and a weakly coupled ligand with
AN � 9 MHz; the ESEEM spectra revealed several peaks between 0.8
and 6.7 MHz. Very similar spectra have been observed for the Rieske
protein in yeast bc1 complex (83); this supported the conclusion that
the [2Fe–2S] cluster is very similar in Rieske and Rieske-type pro-
teins. Using Q-band ENDOR spectroscopy, Gurbiel et al. (6) could
show that the higher frequency resonances attributed to strongly cou-
pled nitrogens are in fact due to protons.

ENDOR and ESEEM studies of phthalate dioxygenase (PDO) (7,
84), benzene dioxygenase (85), 2-halobenzoate 1,2-dioxygenase (86),
2,4,5-trichlorophenoxyacetate monooxygenase (86a), spinach b6 f com-
plex (8), and the bc1 complexes from Rhodobacter capsulatus (7, 84)
and in bovine mitochondrial membranes (87) (Fig. 16) have identified
two nitrogen nuclei coupled to the [2Fe–2S] cluster with isotropic 14N
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TABLE IX

HYPERFINE COUPLING VALUES OF THE NITROGEN LIGANDS OF RIESKE AND RIESKE-TYPE

CLUSTERS DETERMINED BY ENDOR AND ESEEM SPECTROSCOPY

A (MHz) e2qQ (MHz)

Clustera Method N1 N2 N1 N2 Ref.

Rieske
bc1 (R. caps.) ENDOR 4.5 5.5 — — 7
b6 f (spinach) ESEEM 3.8 4.6 2.5–2.9 2.5–2.9 8
bc1 (bovine) ESEEM 3.6 5.2 2.1–2.4 2.7–3.15 87
bc1 (bovine) � UHDBT ESEEM 3.4 5.3 2.3–2.65 2.6–3.0 87

Rieske-type
PDO ENDOR 4.3 5.5 2.3 2.6 6
BDO ESEEM 3.6 4.8 2.2–2.8 2.2–2.4 85
Halobenzoate-DO ESEEM 3.7 4.7 2.0–2.3 3.6–4.1 86
2,4,5-T-MO ESEEM 4.0 4.9 2.0–2.8 1.9–2.7 86a

a PDO, phthalate dioxygenase; BDO, benzene dioxygenase; 2,4,5-T-MO, 2,4,5-
trichlorophenoxyacetate monooxygenase; UHDBT, undecylhydroxybenzothiazole.

hyperfine coupling constants in the range of 3.4–4.5 MHz and 4.6–
5.5 MHz, respectively, and quadrupolar coupling constants e2qQ of
2–3 MHz (Table IX). Approximately 1.5–4% of the unpaired electron
spin density resides on each of the nitrogen ligands of the cluster (6,
7, 85).

The hyperfine coupling values are consistent with coordination of
the Rieske cluster by imidazole nitrogens. This conclusion was further
supported by labeling with 15N (nuclear spin I � ��), both for PDO (6)
and the bc1 complex from Rhodobacter capsulatus (7). From the
ENDOR spectra, the hyperfine coupling tensors for both nitrogen
ligands and their orientation with respect to the g tensor could be
determined; when an improved algorithm was used to analyze the
spectra, the geometry was found to be essentially identical in the
Rieske-type cluster in PDO and in the Rieske cluster of the bc1 com-
plex (84). In both systems, the nitrogen ligands lie in the g1–g3 plane.
The ‘‘bite angle’’ N–Fe–N was 80� (or 100�) in the simulations; this
compares to an angle of 90� observed in the X-ray structures.

No alteration of the nitrogen couplings was observed when spinach
b6 f complex was treated with dibromothymoquinone (DBMIB) (8) or
bovine mitochondrial membranes with undecylhydroxybenzothiazol
(UHDBT) (87), although these inhibitors cause shifts in the EPR spec-
tra of the Rieske cluster; therefore, the changes of the EPR spectra
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TABLE X

1H NMR RESONANCES OF REDUCED RIESKE AND RIESKE-TYPE PROTEINS

Fd (Xanthobacter Py2) Fd (T4MOC) ISF (P. denitrificans)
(400 MHz, 300 K) (88) (400 MHz, 293 K) (88a) (300 MHz, 284 K) (89)
chemical shift (ppm) chemical shift (ppm) chemical shift (ppm) H/D exchange T dependencea Assignment

82 82.7 �109 � Curie Cys H�

73 76.7 �77 � Curie Cys H�

62 61.1 �69 � Curie Cys H�

54 52.6 �54 � Curie Cys H�

23.9 25.5 �26 � Curie His H1

�1.4 � pseudo-Curie
�2.4 � pseudo-Curie
�3.2 � pseudo-Curie
�5.4b �6.6b ��7b � pseudo-Curie

�11.4 � ? peptidyl HN?
�15.5b �12.3b ��9b � pseudo-Curie peptidyl HN?

��15 � pseudo-Curie
��23 � pseudo-Curie

a Curie: 
 ppm/
T � 0; pseudo-Curie: 
 ppm/
T � 0.
b Since the signals have not yet been assigned, it is not clear whether they correlate with each other in the three proteins

listed here.

represent an altered electron distribution, but no change in the coor-
dination environment of the cluster.

3. NMR Spectroscopy
1H NMR spectra have been reported for the Rieske-type ferredoxins

from Xanthobacter strain Py2 (88) and of toluene 4-monooxygenase
from Pseudomonas mendocina (T4MOC) (88a) as well as for the wa-
ter-soluble Rieske fragment from the bc1 complex of Paracoccus deni-
trificans (ISFpd) (89). The spectra of these proteins are similar, which
is consistent with the close structural relationship between the three
proteins. In the reduced (paramagnetic) state, all three proteins show
several hyperfine-shifted 1H resonances between �83 and �16 ppm
at 400 MHz or between �110 and �25 ppm at 300 MHz (Table X).

Four strongly downshifted signals in each spectrum, between 50
and 110 ppm, were assigned to the four Cß protons of the cysteines
coordinating the FeIII. The contact shifts of the protons reflect the co-
ordination of cysteine to the FeIII of the antiferromagnetically coupled
FeIII–FeII pair as the cysteine protons sense the spin down orientation
of the FeIII (S � ��) site. This is supported by the observation that the
temperature dependence of the cysteine Hß protons (measured be-
tween 276 and 308 K) follows Curie behavior (decreasing contact shift
with increasing temperature).

A sharp resonance around 25 ppm in all three proteins that had
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been tentatively assigned to one of the two cysteine H� protons based
solely on analogy with plant-type ferredoxins has been shown by se-
lective isotope labeling in T4MOC to arise from the histidine H1 pro-
ton of one of the histidine ligands (88a). This histidine H1 proton
exhibited a weak Curie temperature dependence, whereas a pseudo-
Curie temperature dependence (increasing contact shift with increas-
ing temperature) would have been expected for a ligand bound to the
FeII of the antiferromagnetically coupled FeIII–FeII pair if a simple
spin coupling model was valid. This shows that the NMR spectra of
Rieske and Rieske-type proteins show unique properties when com-
pared to ferredoxins having a 4-cysteine coordinated [2Fe–2S] cluster
and rules out any assignment by simple analogy. In particular, this
is the case for several upshifted 1H resonances between �0.1 and
�23 ppm showing pseudo-Curie temperature dependence that had
been tentatively assigned to the histidine ligands. One or two of these
resonances between �9 and �15.5 ppm have been shown to be sol-
vent exchangable in D2O buffer and have been thought to arise from
H2 proton(s) of the NH groups of the imidazole ligands. However, in
T4MOC the solvent exchange was very slow in the oxidized state (2
days at room temperature) while no measurable exchange was ob-
served in the reduced state even after four weeks (88a). These results
indicate a group donating a strong hydrogen bond to the Rieske clus-
ter and a redox dependence of the hydrogen bond strength. The fact
that exchange is slow also on the oxidized protein and that the num-
ber of exchangable protons differs between different proteins (two in
the ferredoxin from Xanthobacter, one in T4MOC and the ISFpd) sug-
gests that these 1H resonances may be due to (a) peptidyl NH group(s)
rather than histidine H2 proton(s) of the ligand(s).

The two iron ions of the Rieske cluster are antiferromagnetically
coupled; therefore, the ground state has a spin S � ��, while excited
states of the spin ladder S � ��, ��, ��, and ��, are at energies �3J, �8J,
�15J, and �24J (J, exchange coupling constant). The fact that the
temperature dependence did not strictly follow Curie behavior could
be explained by the population of excited states at room temperature,
indicating that the value of �3J must be in the order of kT (around
200 cm�1 at room temperature). By fitting the temperature depen-
dence of the resolved protons, Holtz et al. (88) determined the ex-
change coupling constant �2J as 124 � 26 cm�1; this value compares
to values of 100 � 10 cm�1 and 190 � 20 cm�1 determined for the TRP
and for benzene dioxygenase, respectively, by EPR spectroscopy from
the temperature dependence of the spin–lattice relaxation rate (89a).
For proteins having a 4-cysteine coordinated [2Fe–2S] cluster, the ex-
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TABLE XI

REDOX POTENTIALS OF RIESKE AND RIESKE-TYPE PROTEINS

Protein Organism Preparationa Em (mV) Methodb pH T (�C) I (M) Reference

Rieske proteins
bc1 complex pigeon heart M �285 EPR 7.0 * 0.06 138
bc1 complex beef heart C �290 EPR 7.2 * 0.12 77
bc1 complex beef heart C �304 CD/OTTLE 7.0 9 0.1 102
bc1 complex beef heart F �312 CV 7.0 25 0.075 92
bc1 complex beef heart F �306 EPR 7.0 * 0.075 30
bc1 complex beef heart F �315 CD/OTTLE 7.0 9 0.1 55
bc1 complex yeast M �262 EPR 7.0 * 0.05 34
bc1 complex yeast C �286 EPR 7.4 * 0.25 139
bc1 complex yeast C �285 CD/OTTLE 7.0 5 0.12 35
bc1 complex yeast F �285 CV 7.0 25 0.1 Merbitz-Zahradnik,

T.; Link, T. A.,
unpublished

bc1 complex P. denitrificans C �298 CD/OTTLE 7.0 20 0.4–0.5 36
bc1 complex P. denitrificans F �280 CV 7.0 25 0.1 140
bc1 complex R. capsulatus M �310 EPR 7.2 * 0.12 141
bc1 complex R. capsulatus M �321 EPR 7.0 * 0.13 78
bc1 complex R. capsulatus M (�EtOH) �294 EPR 7.0 * 0.13 78
bc1 complex R. capsulatus F �285 EPR 7.0 * 0.13 52
bc1 complex R. sphaeroides M �285 EPR 7.2 * 0.12 141
bc1 complex R. sphaeroides M �300 CD 7.0 21 0.1 141a
bc1 complex R. sphaeroides C �300 CD 7.0 21 0.1 141a
bc1 complex Chromatium vinosum M �285 EPR 8.0 * 0.05 142
bc1 complex R. rubrum M �265 EPR 7.7 * c

b6 f complex spinach C �320 EPR �8.0 * d 99
b6 f complex spinach F �375 EPR 7.0 * 0.07 31
b6 f complex spinach F �320 Abs 7.0 25 0.07 31
b6 f complex Nostoc R �321 CD 7.0 25 0.13 110
bc complex Chlorobium limicola M �160 EPR 7.0 * 0.1 96
bc complex (?) B. alcalophilus M �150 EPR 7.0 * 0.115 143
bc complex Heliobacterium M �120 EPR 7.0 * 0.05 133

chlorum
bc complex Bacillus PS3 M �165 EPR 7.0 * 0.05 98
bc complex B. firmus M �105 EPR 7.0 * 0.02 100
Rieske protein T. thermophilus P �140 Abs 7.0 129
Rieske protein II S. acidocaldariuse P �375 CD/OTTLE 7.5 25 0.025 111

(SoxF)
Rieske-type pro-

teinsf,g

FdBED Ps. putida P �155 EPR 7.0 * 0.05 135
FdBED Ps. putida P �156 CD/OTTLE 7.0 9 0.025 55
FdBED Ps. putida P �155 CV 7.0 25 0.15 55
Benzene dioxy- Ps. putida Ph �112 EPR 7.0 * 0.05 135

genase
2-Halobenzoate B. cepaciak Pi �125 EPR 7.0 * 0.025 86

1,2-dioxy-
genase

2-Oxo-1,2-dihy- B. cepaciak P j �100 EPR 7.2 * 0.025 104
droquinoline 8-
monooxygenase

* The temperature is not well defined during an EPR monitored redox titration since the protein will reequilibrate with the
mediators during freezing [cf. discussion in Hagedoorn et al. (143a)].

a Preparation: M, membranes; C, isolated complexes; P, isolated Rieske or Rieske-type proteins; F, isolated Rieske fragments;
R, reconstituted proteins.
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TABLE XI (Continued )

b Method: Abs, chemical reduction, monitored by absorption spectroscopy; CD, chemical reduction, monitored by CD spectros-
copy; CD/OTTLE, electrochemical reduction using an optically transparent thin layer (OTTLE) cell, monitored by CD spectros-
copy; CV, cyclic voltammetry; EPR, chemical reduction, monitored by EPR.

c Quoted in Malkin, R.; Bearden, A. J. Biochim. Biophys. Acta 1978, 505, 147, but the Em value is not given in the reference
referred to.

d Ammonium sulfate precipitate.
e Heterologous expression in E. coli.
f Putidamonooxin: A value of �5 mV at pH 7.8 has been quoted (Bernhardt, F.-H.; Ruf, H.-H.; Ehrig, H. FEBS Lett. 1974, 43,

53), but experimental details have not been reported.
g Phthalate dioxygenase (PDO): Conflicting values have been quoted [�60 mV at pH 6.9 in an absorption monitored titration

performed at 10�C: Kuila and Fee (129); �120 mV at pH 7.0: Correll et al. (119)] but experimental details have not been reported.
h Isolated dioxygenase with �2�2 subunit composition.
i Isolated dioxygenase with �3�3 subunit composition.
j Isolated dioxygenase with �6 subunit composition.
k Burkholderia cepacia has formerly been known as Pseudomonas cepacia.

change coupling constant in adrenal ferredoxin has been determined
as 170 � 10 cm�1 (89a) while a value of �2J 	 100 cm�1 was mea-
sured in reduced spinach ferredoxin (90). This indicates that the mag-
nitude of the exchange coupling constant is determined by the bridge
between the two iron atoms and not by the nature of the terminal
ligands (89a).

V. Electrochemistry

A. RIESKE CLUSTERS: CYTOCHROME bc COMPLEXES

The second distinguishing feature of the Rieske protein apart from
its unique EPR spectrum that was recognized early is its high re-
dox potential (91). The redox potentials of Rieske clusters from mito-
chondrial and bacterial bc1 complexes are in the range of �265 to
�310 mV (Table XI); the potentials in b6 f complexes are even slightly
higher (around �320 mV). The redox potentials of Rieske clusters in
menahydroquinone oxidizing systems (e.g., Bacilli) are approximately
150 mV lower than those in ubihydroquinone-oxidizing bc1 complexes;
the potential difference between the Rieske clusters is the same as
that between the two types of quinones (ubiquinone: �90 mV; mena-
quinone: �60 mV).

The lower redox potential in menaquinone-oxidizing bc complexes
can be attributed to the absence of the hydrogen bond from the O	 of
Ser 163 (ISF)/Ser 130 (RFS) to the bridging sulfur S-1 (see Section
III,B,2). This serine is completely conserved in Rieske proteins of
bc1 and b6 f complexes, but in all sequences of Rieske proteins from
menaquinone-oxidizing bc complexes, alanine or glycine is found in
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this position. When the serine present in the Rieske protein of the bc1

complex was converted to alanine by site-directed mutagenesis in
yeast (35) or in Paracoccus denitrificans (36), the redox potential of
the Rieske cluster was decreased by 100–130 mV. The magnitude of
the redox potential shift observed upon mutation of the serine is com-
parable to the redox potential difference between Rieske proteins
from menaquinone-oxidizing complexes and Rieske proteins from bc1

and b6 f complexes; therefore, it can be stated that the exchange of the
single serine residue can fully account for the observed redox poten-
tial difference.

Various methods have been used to determine the redox potentials
(Table XI). Very commonly, EPR-monitored chemical redox titration
is performed, which can be used to measure the redox potential not
only in isolated complexes but also in membrane preparations. In gen-
eral, there is good agreement between redox potentials determined in
membranes, isolated complexes, or isolated Rieske proteins or frag-
ments; the only exception is the water-soluble Rieske fragment from
spinach b6 f complex where differences of more than 50 mV have been
observed by the same group but using different methods (31).

The use of direct electrochemical methods (cyclic voltammetry; Fig.
17) has enabled us to measure the thermodynamic parameters of iso-
lated water-soluble fragments of the Rieske proteins of various bc1

complexes (Table XII)). (55, 92). The values determined for the stan-
dard reaction entropy, 
S�, for both the mitochondrial and the bacte-
rial Rieske fragments are similar to values obtained for water-soluble
cytochromes; they are more negative than values measured for other
electron transfer proteins (93). Large negative values of 
S� have
been correlated with a less exposed metal site (93). However, this is
opposite to what is observed in Rieske proteins, since the cluster ap-
pears to be less exposed in Rieske-type ferredoxins that show less
negative values of 
S� (see Section V,B).

Cyclic voltammetry has also allowed us to observe for the first time
the second reduction step ([FeIIFeIII–2S] to [FeIIFeII–2S]) in a biologi-
cal [2Fe–2S] cluster (94). This transition was observed at �840 mV,
that is, approximately 1.1 V more negative than the first transition
[FeIIIFeIII–2S] to [FeIIFeIII–2S]); this compares to a difference of ap-
proximately 0.7 V for two subsequent transitions in [4Fe–4S] clus-
ters (95).

The most striking electrochemical feature of Rieske proteins is the
pH dependence of the redox potential. This pH dependence has first
been demonstrated for the Rieske protein from Chlorobium, where
the redox potential shifted from �165 mV at pH 6.8 to �60 mV at
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FIG. 17. Cyclic voltammogram of the water-soluble Rieske fragment from the bc1

complex of Paracoccus denitrificans (ISFpd) at the nitric acid modified glassy carbon
electrode. Protein concentration, 1 mg/ml in 50 mM NaCl, 10 mM MOPS, 5 mM EPPS,
pH 7.3; T, 25�C; scan rate, 10 mV/s. The cathodic (reducing branch, I � 0) and anodic
(oxidizing branch, I � 0) peak potentials and the resulting midpoint potential are indi-
cated. SHE, standard hydrogen electrode.

TABLE XII

THERMODYNAMIC PARAMETERS OF THE RIESKE FRAGMENTS FROM THE bc1

COMPLEXES OF BOVINE HEART (ISFb) (92) AND Paracoccus
dentrificans (ISFpd) (140) AND OF THE RIESKE-TYPE FERREDOXIN

FROM BENZENE DIOXYGENASE (FdBED) (55)

ISFb ISFpd FdBED

E �� (mV) �312 � 5 �280 � 5 �155 � 5

G �� (kJ mol�1) �30 � 1 �28 � 1 �15 � 1

H �� (kJ mol�1) �76 � 4 �71 � 4 �7 � 4

S �� (J mol�1 K�1) �153 � 11 �144 � 11 �75 � 10

S �rc (J mol�1 K�1) �88 � 11 �79 � 11 �10 � 10
dE ��/d�I (mV M�1/2) �26 � 1 �10 � 1 0
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pH 8.4 (96); this corresponds to a shift of �66 mV/pH. Subsequently,
Prince and Dutton (97) showed that in pigeon heart mitochondria or
in membranes from Rhodobacter sphaeroides, the redox potential was
pH independent below pH 7.5 but showed a pH dependence with �60
mV/pH above pH 8, indicating a deprotonation of the oxidized protein
only with a redox-dependent pKa,ox of approximately 8 on the oxidized
form. Using cyclic voltammetry, Link et al. (92) could measure the pH
dependence of the redox potential of the water-soluble Rieske frag-
ment (ISF) up to pH 10, and they could show that the slope (
Em/

pH) approached �120 mV/pH above pH 9.5, indicating two redox-
dependent deprotonation reactions of the oxidized form; the data
could be fitted with two pKa,ox values of 7.6 and 9.2 (Fig. 18a).

This result was confirmed by CD spectroscopy, where the visible
CD spectra of the oxidized ISF were measured over pH 6.1 to 10.6;
the CD spectra could be fitted with two pKa,ox values of 7.7 and 9.1
(Fig. 18b) (58). These values are identical within 0.1 pH unit to the
values obtained by cyclic voltammetry. No structural change of the
oxidized protein was observed in the far UV CD spectra between pH
6.0 and 10.7, and no deprotonation of the reduced cluster was ob-
served over pH 6 and 11. Therefore, it can be concluded that the pKa

of a group that is in contact with the Rieske cluster shifts from 7.6 on
the oxidized protein to above 11 on the reduced protein; the pKa of a
second group shifts from 9.2 to above 11. Two redox-dependent pKa

values or at least a slope �
Em/
pH � 60 mV that cannot be ex-
plained with a single deprotonation step have been observed in all
Rieske proteins (98–101); therefore, they can be considered as a char-
acteristic feature of Rieske proteins. Although this has not yet been
demonstrated directly, there is strong cumulative evidence that both
residues undergoing redox-dependent protonation/deprotonation are
the exposed histidine ligands of the Rieske cluster:

• Only the ligands of the Rieske cluster, the two cysteines forming
the disulfide bridge, and one glycine are fully conserved in all
Rieske proteins (see Section III,A,1)

• The CD spectra show that the groups with redox-dependent pKa

values must interact electronically with the [2Fe–2S] cluster
• Deprotonation of aspartate, glutamate, or tyrosine could be ex-

cluded by FTIR spectroscopy (Baymann, F.; Link, T. A.; Robert-
son, D. E.; Mäntele, W., manuscript in preparation)

• In the structure, we could not identify any residues in the vicinity
of the cluster except the histidine ligands that are likely to un-
dergo redox-dependent protonation/deprotonation (9)

• No major structural change occurs upon deprotonation
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FIG. 18. pH dependence of the oxidized Rieske fragment from bovine heart mitochon-
dria (ISF). (a) Redox potential determined by cyclic voltammetry. The line was fitted to
the data points, giving pKa,ox1 � 7.6 and pKa,ox2 � 9.2. (b) CD intensity of the oxidized
ISF at 422 nm. The line was fitted to the data points, giving pKa,ox1 � 7.7 and pKa,ox2 �

9.1. (c) CD spectra of the three forms of the ISF obtained from a CD monitored pH
titration by singular value decomposition (SVD) analysis: , acidic form; ����, inter-
mediate form; - · -, basic form. The wavelength of the fit shown in (b) is indicated by
�--�.

The same pKa,ox values as for the water-soluble Rieske protein have
been determined for the Rieske protein in bovine heart mitochondrial
bc1 complex (102); this is consistent with the fact that the redox po-
tential of the Rieske cluster is unperturbed within the bc1 complex
and indicates that the environment of the Rieske cluster must be ac-
cessible within the complex. However, in the bc1 complex from Para-
coccus denitrificans, the redox potential at pH 6.0 was found to be
45 mV lower than at pH 7, indicating the presence of a third group
with a redox-dependent pKa value below 7 (36). No redox potential
difference between pH 6 and 7 was found for the water-soluble Rieske
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fragment from Paracoccus denitrificans; therefore, the group with a
redox-dependent pKa value below 7 is not located on the Rieske pro-
tein but on other subunits, most likely cytochrome b.

Since the first pKa value of mitochondrial Rieske proteins is at 7.6,
the primary function cannot be redox-dependent proton uptake or re-
lease, since only a fraction of a proton would be taken up during oxi-
dation/reduction. However, the shift of the pKa values of the histidine
ligands, which is a consequence of the electronic structure of the clus-
ter, will influence the strength of hydrogen bonds formed by the histi-
dine ligands: Upon reduction, the strength of hydrogen bonds will be
greatly increased. As a consequence, the inhibitor stigmatellin, which
binds directly to the His 161 of the bovine Rieske cluster (41), binds
four orders of magnitude more tightly to the reduced than to the oxi-
dized Rieske cluster as indicated by a 250-mV shift of the redox poten-
tial of the Rieske cluster to higher values upon binding of stigmatellin
(77). Upon oxidation of the Rieske cluster, the tight binding of stig-
matellin will be released. The hydrogen bonding pattern of stigmatel-
lin resembles that of deprotonated hydroquinone or semiquinone (43);
therefore, it is reasonable to assume that the binding of semiquinone
will also depend on the redox state of the Rieske cluster (‘‘affinity
change mechanism’’) (116). Similar but weaker effects have been ob-
served for hydroxyquinone inhibitors, such as UHDBT (103).

B. RIESKE-TYPE CLUSTERS

While the redox potentials of Rieske clusters are above
�100 mV at pH 7, values between �100 and �150 mV have been
determined for the redox potentials of Rieske-type clusters (Table XI).
Several 4-cysteine coordinated [2Fe–2S] clusters have redox poten-
tials similar to those of Rieske-type clusters, for example, the [2Fe–
2S] clusters of the dioxygenase reductases [compilation in (104)];
therefore, the redox potential is not useful for distinguishing between
Rieske-type and ferredoxin-type clusters.

Although the redox potential of Rieske-type clusters is approxi-
mately 400 mV lower than that of Rieske clusters, it is 300 mV more
positive than the redox potential of plant-type ferredoxins (approxi-
mately �400 mV). Multiple factors have been considered to be essen-
tial for the redox potential of iron sulfur proteins:

• The overall charge of the cluster, 0/�1 for oxidized and reduced
Rieske clusters, respectively, compared to �2/�3 for 4-cysteine
coordinated [2Fe–2S] clusters
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• The electronegativity of the ligands (here: histidine vs sulfur)
• The presence of hydrogen bonds to bridging or terminal sulfur

atoms
• The solvent exposure of the cluster

The first two factors contribute to the difference between both Rieske
and Rieske-type proteins compared to plant-type ferredoxins while
the latter two factors are essential for the difference between Rieske
and Rieske-type clusters. In the hydrogen bond network around the
Rieske cluster, three of the eight hydrogen bonds formed by the sulfur
atoms of the Rieske cluster are not observed in the structure of NDO
(see Section III,B,2); two of these hydrogen bonds derive from side
chain oxygen atoms (Ser 163 and Tyr 165 in the bovine heart ISF)
and these residues are not present in Rieske-type proteins. The ex-
change of both serine and tyrosine for residues that cannot form hy-
drogen bonds from the side chains to the sulfur atoms of the cluster
will lower the redox potential by approximately 200 mV (35); there-
fore, hydrogen bonds into the cluster account for approximately half
of the observed redox potential difference between Rieske and Rieske-
type clusters.

A comparative study of the water-soluble Rieske fragment of the
bc1 complex (ISF) and of the Rieske-type ferredoxin from benzene di-
oxygenase (FdBED) has provided additional insight into the factors that
are responsible for the different electrochemical properties (55). The
entropy of the redox reaction, 
S�rc , was comparable to values reported
for cytochromes for the ISF, whereas it was close to zero for FdBED .
Moreover, although a strong pH dependence and a weaker ionic
strength dependence were observed for the ISF, the redox potential
was independent of pH or ionic strength in FdBED (Table XII); the pH
independence has also been shown for various dioxygenases (86).
These data led us to the conclusion that ‘‘the [2Fe–2S] cluster is bur-
ied within the protein so that the solution dipoles do not ‘see’ the
cluster’’ (55). In the structure of naphthalene dioxygenase, the Rieske
cluster is buried at the interface with the catalytic domain of another
� subunit of the �3�3 hexamer; both histidines are hydrogen-bonded
to carboxylate groups in the catalytic domain. However, in the struc-
ture of the ferredoxin of biphenyl oxygenase from Burkholderia cepa-
cia (BphF), it is not true that the histidines and cluster are shielded
by a loop; the histidine ligands are as exposed as in the ISF or RFS
(Colbert, C. L.; Couture, M. M.-J.; Eltis, L. D.; Bolin, J. T., manuscript
in preparation). This finding is surprising in view of the fact that the
electrochemical properties of Rieske-type clusters in ferredoxins and
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in dioxygenases are comparable. One possible explanation might be if
FdBED forms a dimer in solution so that the Rieske cluster is shielded
at the dimer interface. This is inconsistent with a molecular weight
determination of the FdBED (105); however, the ferredoxin of alkene
monooxygenase from Xanthobacter strain Py2 has recently been
shown to form a dimer (106).

VI. Biosynthesis

Little is known about the biosynthesis of Rieske and Rieske-type
clusters. There seems to be no requirement for a specialized assembly
protein since the fbc operons coding for bacterial bc1 complexes or the
gene clusters coding for dioxygenases contain only the genes coding
for the structural proteins, and since several Rieske-type ferredoxins
and dioxygenases have been successfully overexpressed heterolo-
gously in E. coli.

The Rieske protein in mitochondrial bc1 complexes is assembled
when the protein is incorporated into the complex. The Rieske protein
is encoded in the nucleus and synthesized in the cytosol with a mito-
chondrial targeting presequence, which is required to direct the apo-
protein to the mitochondrial matrix. The C-terminus is then targeted
back to the outside of the inner mitochondrial membrane where the
Rieske cluster is assembled. In addition, the presequence is removed
and the protein is processed to its mature size after the protein is
inserted into the bc1 complex. In mammals, the presequence is
cleaved in a single step by the ‘‘core’’ proteins 1 and 2, which are
related to the general mitochondrial matrix processing protease
(MPP) � and � subunits; the bovine heart presequence is retained as
a 8.0 kDa subunit of the complex (42, 107). In Saccharomyces cerevis-
iae, processing occurs in two steps: Initially, the yeast MPP removes
22 amino acid residues to convert the precursor to the intermediate
form, and then the mitochondrial intermediate protease (MIP) re-
moves 8 residues after the intermediate form is in the bc1 complex
(47). Cleavage by MIP is independent of the assembly of the Rieske
cluster: Conversion of the intermediate to the mature form was ob-
served in a yeast mutant that did not assemble any Rieske cluster
(35). However, in most mutants where the assembly of the Rieske
cluster is prevented, the amount of Rieske protein is drastically re-
duced, most likely because of instability (35, 44).

The assembly of the Rieske cluster requires the correct folding of
the Rieske protein, which will be aided by other subunits of the com-
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plex. The involvement of the 7.3-kDa subunit in the assembly of the
Rieske cluster has been implied in Saccharomyces cerevisiae (47, 108).
Subunits 10 and 11 (which is homologous to the yeast 7.3 kDa sub-
unit) of the bovine heart bc1 complex form an invagination in the
membrane, which has been suggested to accommodate the Rieske
cluster binding subdomain during the assembly of the Rieske cluster
(42).

As mentioned previously, Rieske-type proteins have been success-
fully expressed in E. coli; this has facilitated the production of large
amounts of Rieske-type proteins for biophysical studies [e.g., (55)] and
for crystallography (32). The situation is quite different for Rieske
proteins of bc complexes. Homologous expression of the full-length
Rieske protein of the bc1 complex from Rhodobacter sphaeroides in a
strain from which the genes coding for cytochrome b and c1 had been
deleted gave a very small amount (1–2% of wild type level) of Rieske
protein containing the Rieske cluster (109). The low content has been
ascribed to instability due to enhanced susceptibility to proteolysis.
However, when the full-length Rieske protein from Rhodobacter
sphaeroides was expressed in E. coli, no typical Rieske cluster was
assembled, but weak signals were observed in the EPR spectrum at
g � 1.93 or g � 1.95, indicating assembly of a distorted iron sulfur
cluster (109). Expression in E. coli of the full-length Rieske protein
behind the mature portion of the E. coli maltose binding protein or of
a truncated form lacking the N-terminal membrane anchor did not
result in any EPR-detectable iron sulfur cluster.

Expression in E. coli of a water-soluble form of the Rieske protein
of the b6 f complex from the cyanobacterium Nostoc sp. PCC 7906 pro-
duced only a very low level of soluble Rieske fragment (110). Expres-
sion of the full-length Rieske protein from Nostoc in E. coli gave inclu-
sion bodies containing the Rieske protein that did not show the
characteristic EPR signal of the Rieske cluster. When the molecular
chaperones GroEL and GroES were coexpressed, an iron sulfur clus-
ter, but no Rieske cluster, was incorporated into the Rieske protein
inclusion bodies. However, the Rieske cluster could be reconstituted
into the full-length Nostoc Rieske protein isolated from the inclusion
bodies (110): After unfolding in 5 M guanidine-HCl, the protein was
allowed to refold in the presence of 0.5% �-mercaptoethanol and was
made anaerobic before FeCl3 and Na2S were added in the presence of
1% �-mercaptoethanol or dithiothreitol. In an alternate procedure,
FeCl3 and Na2S were added before the protein was allowed to refold
by dilution from 8 M urea. Approximately one-third of the reconsti-
tuted Rieske protein contained the Rieske cluster with a characteris-
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tic EPR spectrum with gz � 2.03, gy � 1.89, and gx � 1.74 and a redox
potential of E�� � �321 mV (110). It is remarkable that apparently
the disulfide bridge connecting the cluster binding loops has been re-
formed even in the presence of 1% �-mercaptoethanol; although the
presence of the disulfide bridge has not been demonstrated, it is
highly unlikely that the Rieske cluster could be unperturbed if it was
stable at all in the absence of the disulfide bridge.

The Rieske protein II (SoxF) from Sulfolobus acidocaldarius, which
is part, not of a bc1 or b6 f complex, but of the SoxM oxidase complex
(18), could be expressed in E. coli, both in a full-length form con-
taining the membrane anchor and in truncated water-soluble forms
(111). In contrast to the results reported for the Rieske protein from
Rhodobacter sphaeroides, the Rieske cluster was more efficiently in-
serted into the truncated soluble forms of the protein. Incorporation
of the cluster was increased threefold when the E. coli cells were sub-
ject to a heat shock (42�C for 30 min) before induction of the expres-
sion of the Rieske protein, indicating that chaperonins facilitate the
correct folding of the soluble form of SoxF. The iron content of the
purified soluble SoxF variant was calculated as 1.5 mol Fe/mol pro-
tein; the cluster showed g values very close to those observed in the
SoxM complex and a redox potential of E�� � �375 mV (111).

In summary, it appears that the protein has to adopt the correct
fold before the Rieske cluster can be inserted. The correct folding will
depend on the stability of the protein; the Rieske protein from the
thermoacidophilic archaebacterium Sulfolobus seems to be more sta-
ble than Rieske proteins from other bacteria so that the Rieske clus-
ter can be inserted into the soluble form of the protein during expres-
sion with the help of the chaperonins. If the protein cannot adopt the
correct fold, the result will be either no cluster or a distorted iron
sulfur cluster, perhaps using the two cysteines that form the disulfide
bridge in correctly assembled Rieske proteins.

VII. Function

A. RIESKE CLUSTERS: CYTOCHROME bc COMPLEXES

The group of the bc complexes comprises bc1 complexes in mitochon-
dria and bacteria and b6 f complexes in chloroplasts. These complexes
are multisubunit membrane proteins containing four redox centers in
three subunits: cytochrome b (cytochrome b6 in b6 f complexes) com-
prising two heme b centers in a transmembrane arrangement, cyto-
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chrome c1 (cytochrome f in b6 f complexes), and the Rieske iron sulfur
protein (Fig. 8b). All bc complexes oxidize hydroquinones (ubihydro-
quinone and plastohydroquinone, respectively) and transfer electrons
to their respective acceptors, cytochrome c or plastocyanin. In addi-
tion, they translocate protons across the respective membranes by the
‘‘Q-cycle mechanism’’ first proposed by Mitchell (112). The essential
reaction of the ‘‘Q-cycle mechanism’’ is the bifurcation of the pathway
of electrons upon oxidation of hydroquinone: The hydroquinone oxida-
tion reaction is strictly coupled in that always one electron is trans-
ferred to the Rieske cluster and from there via cytochrome c1 to cyto-
chrome c, while the second electron is transferred to heme bL and
from there across the membrane dielectric to heme bH . From heme
bH , the electron is transferred to a molecule of quinone, which is re-
duced again to hydroquinone; thus, half of the electrons from the oxi-
dation of hydroquinone are cycled back to quinone, which leads to a
doubling of the protonmotive efficiency of bc complexes [reviews in
(113–117)].

The Rieske protein is essential for hydroquinone oxidation and for
the bifurcation of electron pathways: it catalyzes the oxidation of hy-
droquinone and it is the first electron acceptor. Not only is the Rieske
cluster involved in electron transfer, but it also interacts directly with
the substrate: Quinones and quinonoid inhibitors bind directly to the
exposed histidine ligands. This is supported both by EPR spectroscopy
(see Section IV,E,1,b) and by X-ray crystallography: In the X-ray
structure of the bc1 complex with the inhibitor stigmatellin bound,
there is a hydrogen bond between the inhibitor and the NH group of
His 161 that is one of the ligands of the Rieske cluster (41). In the bc1

complex, stigmatellin binds four orders of magnitude more tightly to
the reduced than to the oxidized Rieske cluster (see Section V). Since
stigmatellin appears to mimic the hydrogen bonding pattern of semi-
quinone (43), it appears that the stigmatellin inhibited state resem-
bles the intermediate semiquinone state during hydroquinone oxida-
tion. The tight binding of stigmatellin/semiquinone to the reduced
Rieske cluster will lower the barrier for hydroquinone oxidation; thus,
the Rieske protein catalyzes the oxidation of hydroquinone (‘‘affinity
change mechanism’’) (116).

The bifurcation of the electron pathways is aided by the mobility of
the catalytic domain of the Rieske protein. Three positional states of
the catalytic domain of the Rieske protein have been observed in dif-
ferent crystal forms of the bc1 complex (Fig. 8b; see Section III,B,5)
(41, 42). In each single positional state, the Rieske protein is unable
to perform all electron transfer reactions occuring during turnover:
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FIG. 19. Proposed mechanism of hydroquinone oxidation by the cytochrome bc1 com-
plex (see text). Open circles indicate oxidized metal centers; filled circles indicate re-
duced metal centers.

• In the ‘‘c1 positional state,’’ fast electron transfer from the Rieske
protein to cytochrome c1 will be facilitated by the close interaction and
by the hydrogen bond between His 161 of the Rieske protein and a
propionate group of heme c1 , but the Rieske cluster is far away from
the quinone binding site.

• In the ‘‘b positional state,’’ The Rieske cluster can interact with
quinone bound in the reaction pocket, but the distance to heme c1 is
too large (�30 Å) to allow fast electron transfer.

• In the ‘‘intermediate state,’’ the Rieske protein interacts neither
with cytochrome b nor with cytochrome c1 ; the existence of this state
is consistent with the fact that the electrochemical properties of the
Rieske protein are apparently unperturbed within the bc1 complex.

Therefore, the Rieske protein has to switch between the positional
states during turnover. The following reaction scheme combines the
movement of the catalytic domain of the Rieske protein with the
redox-dependent stabilization of the intermediate semiquinone
(Fig. 19) (42):

• When the complex is fully oxidized and before substrate is bound,
the catalytic domain of the Rieske protein is in the ‘‘intermediate
state’’ (A).

• Hydroquinone will bind in a quinone binding site that is provided
by cytochrome b. Before hydroquinone can be oxidized, it must first
be deprotonated (step 2).

• The interaction with the deprotonated hydroquinone (QH�) will
move the Rieske protein toward the ‘‘b positional state’’ (C).



STRUCTURES OF RIESKE AND RIESKE-TYPE PROTEINS 149

• After the electron transfer (step 3), the resulting semiquinone is
tightly bound to the reduced Rieske cluster in the ‘‘b positional state’’
(D); in this state, the semiquinone intermediate will be stabilized
(116).

• After the second electron transfer from semiquinone to heme bL

(step 4), the interaction between the Rieske cluster and the resulting
quinone is weakened so that the reduced Rieske protein can now oc-
cupy the preferred ‘‘c1 positional state’’ (E), which allows rapid elec-
tron transfer from the Rieske cluster to heme c1 (step 5).

• When both electrons have been transferred to cytochrome c and
to heme bH , the Rieske protein can go back to the ‘‘intermediate state’’
(step 6) and the site is ready for the next reaction cycle.

The reaction mechanism presented here combines the evidence from
X-ray structures (41, 42) with elements of the ‘‘affinity change mecha-
nism’’ (116) and of the ‘‘catalytic switch mechanism’’ (118). All elec-
tron transfer reactions occur between species when they are hydrogen
bonded to each other; therefore, electron transfer will be extremely
rapid and most likely not rate limiting.

Because of the exposed histidine ligands of the [2Fe–2S] cluster,
the Rieske is capable of binding quinones in a redox-dependent man-
ner. The variation of the hydrogen bond strength and of the electro-
static properties will control the movement of the catalytic domain of
the Rieske protein. Therefore, the function depends on the unique
structural and electrochemical properties of the Rieske cluster.

B. RIESKE-TYPE CLUSTERS: DIOXYGENASES

Rieske-type clusters are found in aromatic-ring hydroxylating diox-
ygenase systems (20). These enzymes catalyze the conversion of dif-
ferent aromatic compounds into cis-arene diols:

The dioxygenase systems consist of a reductase and a terminal oxy-
genase; many dioxygenases also contain a [2Fe–2S] ferredoxin. The
reductase reacts with NAD(P)H; it can be any of the following (20):
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• An iron sulfur–flavoprotein that transfers electrons directly to the
dioxygenase, as in phthalate dioxygenase (class I)

• A flavoprotein that transfers electrons to the ferredoxin, as in
benzene dioxygenase (class II)

• An iron sulfur–flavoprotein that transfers electrons to the ferre-
doxin, as in naphthalene dioxygenase (class III)

The structure of phthalate dioxygenase reductase that transfers elec-
trons directly from NADPH to phthalate dioxygenase has been deter-
mined by X-ray crystallography (119). In class II or class III dioxygen-
ases, the ferredoxin obligately transfers electrons from the reductase
to the terminal dioxygenase (64a); it can be either a Rieske-type ferre-
doxin or a ferredoxin containing a 4-cysteine coordinated [2Fe–2S]
cluster.

The terminal oxygenase contains a Rieske-type cluster as well as a
catalytic mononuclear iron site; the two centers are bound in different
domains but are in close proximity (12 Å) (11). In naphthalene dioxy-
genase (NDO), His 104 (which is a ligand of the Rieske-type cluster)
and His 208 (which is a ligand of the catalytic iron) are bridged by
one carboxylate oxygen of Asp 205 so that the electron can be easily
transferred from the Rieske-type cluster to the catalytic iron site. The
importance of Asp 205 has been demonstrated by site-directed muta-
genesis; when the residue was converted to alanine, the enzyme lost
all activity (120). It is conceivable that the linkage between Rieske
cluster and the catalytic iron site does not only allow rapid electron
transfer, but that the redox state of the Rieske center controls inter-
actions within the catalytic site through the hydrogen bonds provided
by Asp 205 and that in return the Rieske cluster senses the ligand
state of the catalytic site. In putidamonooxin, an interaction between
the substrate binding site and the Rieske-type cluster has been dem-
onstrated by CD spectroscopy (121).

NDO can be classified as class III dioxygenase; the electron transfer
chain involves a Rieske-type ferredoxin. Electrons enter NDO through
the Rieske-type cluster of the dioxygenase. Kauppi et al. (11) have
suggested that the binding site of NDO for the ferredoxin involves the
� strands 10 and 12 of the Rieske domain as well as residues from
the catalytic domain that form a depression in the protein surface
close to Cys 101, which is a ligand of the Rieske cluster. In Rieske
proteins from bc complexes, access to this side of the cluster is blocked
by an acidic surface residue (Asp 152 in the ISF, Glu 120 in RFS).

Unlike Rieske clusters in bc complexes, Rieske-type clusters are in-
volved only in electron transfer and not in substrate binding or cataly-
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sis. This is consistent with the structure of Rieske-type proteins
where the ligands of the cluster are not exposed but buried inside the
protein, distant from the substrate binding site.

VIII. Outlook

Since their discovery, Rieske proteins have been the object of nu-
merous studies aimed at gaining insight into the molecular basis of
their unique properties. These studies not only have shed light on
Rieske and Rieske-type clusters, but also have contributed to the un-
derstanding of iron sulfur proteins in general.

By the application of modern spectroscopic techniques and through
the recent availability of high-resolution structural information, sev-
eral issues could be resolved, in particular the nature of the ligands
of the Rieske cluster. Now that structures are available, the research
will focus on new questions in order to provide a better understanding
of the electronic properties of Rieske and Rieske-type clusters as well
as of their function:

• How are the spectroscopic and electrochemical properties of
Rieske and Rieske-type clusters related to their structure?

• How is the affinity of Rieske clusters for the binding of ligands
(e.g., semiquinone) controlled, and what is the role of the exposed
histidine residues?

• How is the mobility of the Rieske cluster within the bc1 complex
and the switch between different positional states related to (and
controlled by) the electrostatic properties of the Rieske cluster?

• What is the interaction between the Rieske-type cluster and the
catalytic iron site of dioxygenases?

I hope that this review will be regarded as a starting point for future
research rather than a historical recollection.

ABBREVIATIONS

ISF, water-soluble fragment of the Rieske protein from bc1 complex; RFS, water-
soluble fragment of the Rieske protein from b6 f complex; NDO, naphthalene dioxygen-
ase; TRP, Rieske protein from Thermus thermophilus; PDO, phthalate dioxygenase;
FdBED , ferredoxin from benzene dioxygenase; BphF, ferredoxin from biphenyl dioxygen-
ase; rms, root mean square; CD, circular dichroism; MCD, magnetic circular dichroism;
EPR, electron paramagnetic resonance; ENDOR, electron nuclear double resonance;
ESEEM, electron spin echo envelope modulation; EFG, electric field gradient; RR, reso-
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nance Raman; EXAFS, extended X-ray absorption fine structure; XANES, X-ray absorp-
tion near edge structure.
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36. Schröter, T.; Hatzfeld, O. M.; Gemeinhardt, S.; Korn, M.; Friedrich, T.; Ludwig,

B.; Link, T. A. Eur. J. Biochem. 1998, 255, 100.
37. Herriott, J. R.; Sieker, L. C.; Jensen, L. H.; Lovenberg, W. J. Mol. Biol. 1970,

50, 391.
38. Adman, E. T.; Sieker, L. C.; Jensen, L. H. J. Mol. Biol. 1991, 217, 337.
39. Wang, B.; Jones, D. N. M.; Kaine, B. P.; Weiss, M. A. Structure 1998, 6, 555.
40. Qian, X.; Gozani, S. N.; Yoon, H.; Jeon, C.; Agarwal, K.; Weiss, M. A. Biochemistry

1993, 32, 9944.
41. Zhang, Z.; Huang, L.; Shulmeister, V. M.; Chi, Y.-I.; Kim, K. K.; Hung, L.-W.;

Crofts, A. R.; Berry, E. A.; Kim, S.-H. Nature 1998, 392, 677.
42. Iwata, S.; Lee, J. W.; Okada, K.; Lee, J. K.; Iwata, M.; Rasmussen, B.; Link,

T. A.; Ramaswamy, S.; Jap, B. K. Science 1998, 281, 64.
43. Lancaster, C. R. D.; Michel, H. Structure 1997, 5, 1339.
44. Graham, L. A.; Trumpower, B. L. J. Biol. Chem. 1991, 266, 22485.



154 THOMAS A. LINK

45. Davidson, E., Ohnishi, T.; Atta-Asafo-Adjei, E.; Daldal, F. Biochemistry 1992,
31, 3342.

46. Beckmann, J. D.; Ljungdahl, P. O.; Trumpower, B. L. J. Biol. Chem. 1989, 264,
3713.

47. Graham, L. A.; Brandt, U.; Sargent, J. S.; Trumpower, B. L. J. Bioenerg. Bio-
membr. 1992, 25, 245.

48. Atteia, A.; Franzen, L. G. Eur. J. Biochem. 1996, 237, 792.
49. Liebl, U., Sled, V.; Brasseur, G.; Ohnishi, T.; Daldal, F. Biochemistry 1997, 36,

11675.
50. Liebl, U., Sled, V.; Ohnishi, T.; Daldal, F. In ‘‘Photosynthesis: from Light to Bio-

sphere’’; Mathis, P., Ed.; Kluwer Academic Publishers, Dordrecht, 1995; Vol. II,
749–752.

51. Brasseur, G.; Sled, V.; Liebl, U., Ohnishi, T.; Daldal, F. Biochemistry 1997, 36,
11685.

52. Saribas, S.; Valkova-Valchanova, M.; Tokito, M. K.; Zhang, Z.; Berry, E. A.; Dal-
dal, F. Biochemistry 1998, 37, 8105.

53. Mason, J. R.; Butler, C. S.; Cammack, R.; Shergill, J. K. Biochem. Soc. Trans.
1997, 25, 90.

54. Unalkat, P.; Hatzfeld, O. M.; Link, T. A.; Tan, H.-M.; Cammack, R.; Mason, J. R.
J. Inorg. Biochem. 1995, 59, 528.

55. Link, T. A.; Hatzfeld, O. M.; Unalkat, P.; Shergill, J. K.; Cammack, R.; Mason,
J. R. Biochemistry 1996, 35, 7546.

56. Palmer, G.; Brintzinger, H.; Estabrook, R. W. Biochemistry 1967, 6, 1658.
57. Degli Esposti, M.; Ballester, F.; Solain, G.; Lenaz, G. Biochem. J. 1987, 241, 285.
58. Link, T. A. Biochim. Biophys. Acta 1994, 1185, 81.
59. Eaton, W. A.; Palmer, G.; Fee, J.; Kimura, T.; Lovenberg, W. Proc. Natl. Acad.

Sci. USA 1971, 68, 3015.
60. Bertrand, P.; Guigliarelli, B.; Gayda, J.-P.; Beardwood, P.; Gibson, J. F. Biochim.

Biophys. Acta 1985, 831, 261.
61. Fu, W.; Drozdzewski, P. M.; Davies, M. D.; Sligar, S. G.; Johnson, M. K. J. Biol.

Chem. 1992, 267, 15502.
62. Münck, E.; Debrunner, P. G.; Tsibris, J. C. M.; Gunsalus, I. C. Biochemistry 1972,

11, 855.
63. Bill, E.; Bernhardt, F.-H.; Trautwein, A. X. Eur. J. Biochem. 1981, 121, 39.
64. Twilfer, H.; Bernhardt, F.-H.; Gersonde, K. Eur. J. Biochem. 1981, 119, 595.
64a. Pikus, J. D.; Studts, J. M.; Achim, C.; Kaufmann, K. E.; Münck, E.; Steffan,

R. J.; McClay, K.; Fox, B. G. Biochemistry 1996, 35, 9106.
65. Bertrand, P.; Gayda, J.-P., Biochim. Biophys. Acta 1979, 579, 107.
66. Kuila, D.; Fee, J. A.; Schoonover, J. R.; Woodruff, W. H.; Batie, C. J.; Ballou,

D. P. J. Am. Chem. Soc. 1987, 109, 1559.
67. Kuila, D.; Schoonover, J. R.; Dyer, R. B.; Batie, C. J.; Ballou, D. P.; Fee, J. A.;

Woodruff, W. H. Biochim. Biophys. Acta 1992, 1140, 175.
68. Iwasaki, T.; Imai, T.; Urushiyama, A.; Oshima, T. J. Biol. Chem. 1996, 271, 27659.
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I. Introduction

If a plant is healthy and is supplied with enough water, then in
most agricultural soils, its growth is limited by the supply of nitrogen.
In intensive agriculture nitrogen is usually supplied as ammonium or
nitrate fertilizer and worldwide about 60M tonnes of N is applied to
agricultural soil annually. However, another 90M tonnes per year is
supplied to agriculture through biological nitrogen fixation. Thus bio-
logical nitrogen fixation is still the major contributor of new N to agri-
culture and the food supply. Biological nitrogen fixation is mediated
solely by bacteria, although in agriculture their contribution is mainly
through symbioses with legume plants.

A. THE NITROGENASES

The enzyme systems responsible for fixing atmospheric N2 to form
ammonia are known as the nitrogenases. These enzymes function at
field temperatures and 0.8 atm N2 pressure, whereas the industrial
Haber–Bosch process requires high temperatures (300–400�C) and
high pressures (200–300 atm) in a capital-intensive process that re-
lies on burning fossil fuel. Small wonder, then, that the chemistry of
the nitrogenases has attracted considerable attention for many years.

Three major types of nitrogenase have been identified: one con-
taining molybdenum with iron, a second containing vanadium with
iron, and a third apparently containing iron only. There have been
reports of a fourth type of nitrogenase, also based on molybdenum but
having many unique features, which will be discussed in Section VI,C.
Apart from that section, this chapter will mainly describe the other
three nitrogenases and most reference will be made to the molybde-
num nitrogenase, which has been isolated from a wide range of organ-
isms and studied intensively. Each of these nitrogenases consists of
two essential metallosulfur proteins: an iron protein (Fe protein) and
a molybdenum iron (MoFe) or vanadium iron (VFe) or an iron iron
(FeFe) protein. The Fe proteins are all �2 dimers of molecular weights
of around 60–70 kDa. The larger MoFe, VFe, and FeFe proteins are
either �2�2 (MoFe) tetramers or �2�2	2 (VFe and FeFe) hexamers of
Mr 220–250 kDa. Figure 1 shows an overall electron transfer pathway
for the nitrogenases where the Fe proteins act as very specific, essen-
tial electron donors to the larger proteins. This is not the only role for
the Fe proteins (see Section IV,C) and their role in the mechanism is
almost certainly more complex than that of a simple electron transfer
agent (see below, Section V). Electron transfer from the Fe protein to
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FIG. 1. The electron transfer path through the nitrogenases.

the larger proteins is accompanied by hydrolysis of MgATP. When the
enzyme is at its most efficient 2MgATP molecules are hydrolyzed to
MgADP for every electron transferred to substrate. The details of this
energy transduction process are still unclear (see Section V,C). Of the
three nitrogenases the Mo enzyme is probably the most efficient (at
least at 30�) at reducing N2 to ammonia with a limiting stoichiometry
of the reaction as described by

N2 � 8H� � 16MgATP � 8e� � 2NH3 � H2 � 16MgADP � 16Pi . (1)

Equation (1) demonstrates that, even at its most efficient, one H2

molecule is evolved for every N2 molecule reduced to ammonia by ni-
trogenase. Perturbation of the enzymic reaction conditions by temper-
ature or protein ratio can lead to this reaction becoming far less effi-
cient, with a large quantity of H2 being produced per molecule of N2

reduced and/or the ratio of MgATP hydrolysed to electrons trans-
ferred exceeding two.

As indicated in Fig. 1, nitrogenase can reduce substrates other than
N2 . In the absence of other reducible substrates it will reduce protons
to dihydrogen, but it can also reduce a number of other small triple-
bonded substrates, as indicated in Section V,E,1. Large substrates are
not reduced efficiently, indicating physical limitations on access to the
enzyme’s active site. CO is a potent inhibitor of all nitrogenase sub-
strate reductions except that of the proton to H2 . In the presence of
CO the rate of electron transfer is generally not inhibited, but all
electrons go toward the production of H2 .

B. THIS REVIEW

In late 1992 the first crystal structures of the Fe and MoFe proteins
of Mo nitrogenase from Azotobacter vinelandii were published (1–3).
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These were relatively low-resolution structures, and with refinement
some errors in the initial structural assignments have been detected
(4–7). Since the structures were first reported the subject has been
extensively reviewed in this series (8) and elsewhere (9–15). This re-
view will focus on the structure, biosynthesis, and function of the met-
allosulfur clusters found in nitrogenases. This will require a broader
overview of some functional aspects, particularly the involvement of
MgATP in the enzymic reaction, and also some reference will be made
to the extensive literature (9, 15) on biomimetic chemistry that has
helped to illuminate possible modes of nitrogenase function, although
a detailed review of this chemistry will not be attempted here. This
review cannot be fully comprehensive in the space available, but con-
centrates on recent advances and attempts to describe the current
level of our understanding.

Molybdenum nitrogenase has been the subject of intensive study
for more than 30 years, but much less work has been done on the
vanadium and iron-only nitrogenases. Consequently, we first review
the properties of Mo nitrogenase, and then in later sections outline
what is known of the other two enzymes.

II. The Fe Proteins of Molybdenum Nitrogenase

A. STRUCTURE

Although separable from the MoFe proteins, the Fe proteins are
essential to the enzymic process, where they act as very specific elec-
tron donors to the MoFe protein in a MgATP-activated reaction. No
other reductant has been shown to substitute for the Fe protein in
this reaction, and it seems probable that its interaction with the
MoFe protein is more complex than simply that of electron donation.
The DNA sequences of the nifH genes encoding the Fe protein poly-
peptides from well over 20 N2-fixing bacteria, including Archaebacte-
ria, Eubacteria and Cyanobacteria, yield derived amino acid se-
quences that are not less than 45% and usually greater than 85%
identical. There are five invariant cysteine residues in highly con-
served regions of the encoded polypeptides.

The Fe proteins are homodimers containing a single Fe4S4 cluster.
Site-directed mutagenesis experiments showed that the cluster was
probably held between the two subunits by ligation to two of the in-
variant cysteine residues from each subunit (16). This observation
was confirmed later by X-ray crystallography (1) of the Fe protein
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FIG. 2. The structure of the Fe protein (Av2) from Azotobacter vinelandii, after Geor-
giadis et al. (1). The dimeric polypeptide is depicted by a ribbon diagram and the Fe4S4

cluster and ADP by space-filling models (MOLSCRIPT (196)). The Fe4S4 cluster is at
the top of the molecule, bound equally to the two identical subunits, and the ADP
molecule spans the interface between the subunits with MoO2�

4 apparently binding in
place of the terminal phosphate of ATP.

(Av2)1 from Azotobacter vinelandii. The crystal structure of Av2 re-
veals that each subunit consists of a single large domain of an eight-
stranded � sheet flanked by nine � helices (Fig. 2). The Fe4S4 cluster
is situated at one end of the dimer interface and is exposed to solvent.
Analysis of the 2.9-Å structure revealed, about 20 Å from the Fe4S4

cluster, an ADP molecule (at about half occupancy) that was bound
across the subunit interface with the adenosine bound to one subunit
and the phosphate to the other. No ADP had been added to the crys-
tallization medium, so it is assumed that it copurified with the Av2.
Although in the same region of the protein, this binding mode differs
from that found in the Fe protein:MoFe protein putative transition-
state complex described in Section V,B and may not indicate a normal
binding mode of nucleotides to the Fe proteins.

1 The nitrogenase proteins are generally characterized by two letters indicating the
species and strains of bacteria and the numerals 1 for the MoFe protein and 2 for the
Fe protein. Thus, the Fe protein from Azotobacter vinelandii is Av2 and the MoFe
protein from Klebsiella pneumoniae is Kp1.
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As well as donating electrons to the MoFe protein, the Fe protein
has at least two and possibly three other functions (see Section IV,C):
It is involved in the biosynthesis of the iron molybdenum cofactor,
FeMoco; it is required for insertion of the FeMoco into the MoFe pro-
tein polypeptides; and it has been implicated in the regulation of the
biosynthesis of the alternative nitrogenases.

Since the nitrogenase proteins are damaged by exposure to oxygen,
the reductant sodium dithionite is generally added to all buffers dur-
ing their isolation. The EPR spectra of dithionite-reduced Fe proteins
show a mixture of S � �� and S � �� spin systems (17–19). This observa-
tion indicates that the protein can exist in at least two conformations
of similar energy, which may have implications for nitrogenase turn-
over. However, 1H NMR studies (20) have been interpreted as indicat-
ing that only the S � �� spin state is populated at room temperature,
implying that the S � �� system is an artifact of freezing the protein
for EPR studies.

B. REDOX AND SPECTROSCOPIC PROPERTIES OF THE Fe PROTEINS

Until the mid-1990s, the Fe proteins were regarded as one-electron
donors to the MoFe proteins cycling between [Fe4S4]1� and [Fe4S4]2�

oxidation states during turnover. However, it is now known that in
the absence of sodium dithionite the protein can be reduced further
to the [Fe4S4]0 form (21). The potential for this reduction, at �460 mV,
is within the physiological range and the reduction can be carried out
by flavodoxin in the hydroquinone state as well as the artificial elec-
tron donors, methyl viologen and titanium citrate. These data may
therefore imply that in vivo the Fe protein can act as a two-electron
donor to the MoFe protein. This would have important consequences
for current ideas on the mechanism of enzyme turnover (see Section
V). There are conflicting reports on changes in the optical spectrum
of the Fe4S4 cluster following reduction from the [Fe4S4]1� to the
[Fe4S4]0 state. One group (21) observed no significant change in the
spectrum, whereas the other observed a general bleaching but the
appearance of a band at 520 nm (22). The latter authors implied that
excess citrate, added with the titanium citrate reductant, might be in
some way affect the optical spectrum. EXAFS spectroscopy (23) had
earlier shown that iron–iron and iron–sulfur distances in the cluster
are changed by less than 0.02 Å when the Fe4S4 cluster is reduced
from the 2� to the 1� state but has not yet been reported for the all-
ferrous cluster and will be required to ascertain any changes in the
cluster dimensions. An interesting phenomenon observed with the ni-
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trogenase Fe proteins is their ability to ‘‘self-oxidize’’ in the presence
of sodium dithionite (24). This process involves the initial degradation
of residual sodium dithionite followed by eventual oxidation of the
cluster from the 1� to the 2� state. Since it takes a considerable
period to prepare crystals of the Fe protein, it is probable that the
published crystal structure (1) is of the protein cluster in the [Fe4S4]2�

state. It may be possible to reduce the cluster prior to freezing and
collection of low-temperature crystallographic data and in this way to
obtain the structure of the protein in the 1� and 0 oxidation states.
However, it is unlikely with the current resolution of 2.9 Å that this
approach would yield statistically significant information on changes
in the dimensions of the Fe4S4 cluster, although it may give informa-
tion on protein conformational changes concomitant with electron
transfer.

C. INTERACTIONS BETWEEN THE Fe PROTEIN AND NUCLEOTIDES

It has long been known that the Fe proteins bind 2 mol MgATP or
MgADP per mol dimeric protein. Binding of these nucleotides induces
conformational changes that alter the EPR, circular dichroism,
1H NMR, and Mössbauer spectroscopies of the protein. The midpoint
potential of the Fe4S4 cluster is lowered by approximately 100 mV on
binding either of the nucleotides. In addition, the iron in the Fe4S4

cluster becomes much more susceptible to extraction by reaction with
bathophenanthroline (12, 14).

Robson (25) was the first to recognize the Walker A nucleotide bind-
ing motifs in the derived amino acid sequences of the iron proteins.
The Walker A and B motifs are common to a large family of nucleo-
tide binding proteins (e.g., ras p21 and rec A). In the three-dimen-
sional structure of the Fe protein these motifs are close to the inter-
subunit interface, implying the existence of two nucleotide binding
sites (one per subunit) at the interface. As noted previously this nu-
cleotide binding site is 15–20 Å from the Fe4S4 cluster, and yet appar-
ently hydrolysis of MgATP is associated with electron transfer from
the cluster to the MoFe protein. Therefore, the hydrolysis must be
accompanied by conformational changes in the protein that are trans-
mitted through the polypeptide chain to the cluster. This could be
via the breaking of salt bridges or hydrogen bonds concomitant with
hydrolysis and has been investigated by site-directed mutagenesis of
residues in potentially critical positions in the transmission pathway
(26–28). Such experiments have gone some way towards confirming
the hypothesis. One very important observation (29) was that by de-
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leting a residue, Leu 127, in the putative transmission pathway the
protein becomes locked into a conformation that is strikingly similar
to the MgATP-bound state even in the absence of nucleotide.

A range of techniques has indicated that the conformational
changes induced by the binding of MgATP to the reduced Fe protein
differ from those induced by the binding of MgADP (12, 14). Very
recent 31P NMR studies have now indicated that there are different
interactions between MgATP and MgADP with the oxidized Fe pro-
tein (30). These differences have been interpreted in terms of the
mechanism of nitrogenase turnover.

III. The MoFe Proteins

A. STRUCTURE

The MoFe proteins are all �2�2 tetramers of Mr 220–240 kDa, the �
and � subunits being encoded by the nifD and K genes, respectively.
The proteins can be described as dimers of �� dimers. They contain
two unique metallosulfur clusters: the MoFe7S9 · homocitrate, FeMo-
cofactors (FeMoco), and the Fe8S7 , P clusters. Neither of these two
types of cluster has been observed elsewhere in biology, nor have they
been synthesized chemically. Each molecule of fully active MoFe pro-
tein contains two of each type of cluster (2–7).

The X-ray crystallographic structure of the MoFe protein from Azo-
tobacter vinelandii (Av1) was reported by Kim and Rees in 1992 (2).
This 2.7-Å structure of Av1 was at too low a resolution to produce
definitive structures for the clusters in the MoFe protein. Data are
now available on Av1(2–4,6), Cp1(5,31) and Kp1(7).

Figure 3 shows the three-dimensional structure of the MoFe protein
from Klebsiella pneumoniae, Kp1, obtained at 1.65-Å resolution (7).
The overall structure of the polypeptides is fully consistent with that
reported earlier for Av1 (3). The � and � subunits exhibit similar
polypeptide folds with three domains of parallel � sheet/� helical
type. At the interface between the three domains in the � subunit is
a wide shallow cleft with the FeMoco at the bottom of the cleft about
10 Å from the solvent. FeMoco is enclosed within the � subunit. The
P cluster, however, is buried within the protein at the interface be-
tween the � and � subunits, being bound by cysteine residues from
each subunit. A pseudo-twofold rotation axis passes between the two
halves of the P cluster and relates the � and � subunits. Each �� pair
of subunits contains one FeMoco and one P cluster and thus appears
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FIG. 3. The tetrameric structure of the MoFe protein (Kp1) from Klebsiella pneumon-
iae (7). The two FeMoco clusters and the P clusters are depicted by space-filling models
and the �2�2 polypeptides by ribbons diagrams (MOLSCRIPT (196)). The FeMoco clus-
ters are bound only to the � subunits, whereas the P clusters span the interface of the
� and � subunits.

to be a functional unit, although they have never been isolated as
such. Between the two �� dimers is an open channel of about 8 Å
diameter with the tetramer twofold axis passing through it. The tet-
ramer interface is dominated by interactions between helices from the
two � subunits and exhibits a cation binding site (probably occupied
by calcium) that is coordinated by residues from both � subunits.

1. Structure of the FeMo cofactors

FeMoco can be extracted from the MoFe protein into N-methylfor-
mamide (NMF) solution (32) and has been analyzed extensively using
a wide range of spectroscopic techniques both bound to the protein
and in solution after extraction from it (33). The extracted FeMoco
can be combined with the MoFe protein polypeptides, isolated from
strains unable to synthesize the cofactor, to generate active protein.
The structure of the FeMoco is now agreed (4, 5, 7) as MoFe7S9 � ho-
mocitrate as in Fig. 4. FeMoco is bound to the � subunit through
residues Cys 275, to the terminal tetrahedral iron atom, and His 442
to the molybdenum atom (residue numbers refer to A. vinelandii ). A
number of other residues in its environment are hydrogen bonded to
FeMoco and are essential to its activity (see Section V,E,2). The metal
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FIG. 4. Structure of the iron molybdenum cofactor, FeMoco (after Chan, Kim, and
Rees, (4); Bolin et al. (5); and Mayer et al. (7)). The FeMoco is ligated, within the
� subunits of the �2�2 tetrameric structure, by residues His�442 and Cys�275 (Av1
residue numbers).

sulfur cluster can be regarded as being derived from MoFe3S4 and
Fe4S4 clusters, each of which has lost a sulfur atom and which are
then joined by three additional sulfur atoms bridging iron atoms. The
data from Av1 were earlier (2) interpreted in terms of one of these
bridging sulfur atoms having a lower atomic number, such as N or O,
since the electron density was less defined. This possibility has now
been discounted with the advent of higher resolution data (4, 5, 7).
Furthermore, there was an early suggestion (2) that there might be a
hexavalent sulfur atom at the center of the cluster and bonded to each
iron atom, but this also has now been ruled out. This suggestion arose
partially at least because six of the iron atoms have trigonal geome-
try, that is, they have only three sulfur atoms bonded to them rather
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than the four or six ligands normally found in iron complexes. How-
ever, if each of these iron atoms is considered in relation to the plane
formed by the three bonded sulfur atoms, then there is clear displace-
ment of the iron atom from that plane toward the center of the mole-
cule. Therefore, there may be some iron–iron bonding between the
apparently trigonal iron atoms in the FeMoco center. The metal–
metal and metal–sulfur distances in the model shown in Fig. 4 fit
well with those derived from EXAFS spectroscopy (34–36), which, as
well as characterizing nearest-neighbor interactions, identified long-
range structural order with iron–iron bond distances of 3.6 Å (36) and
molybdenum–iron distances of about 5.1 Å (37). These observations
could be made both with FeMoco bound to the protein and when it
was extracted into NMF solution and provide confirmation of the
structural integrity of extracted FeMoco. A further suggestion to at-
tempt to explain the apparently trigonal iron atoms in FeMoco was
that they were ligated by hydride ions, which could be important dur-
ing nitrogenase turnover as a source of protons for reduction of N2 .
However, ENDOR spectroscopy (38) of the enzyme before and after
turnover in the presence of 2H2O revealed the presence of no ex-
changeable protons in addition to those found with the isolated MoFe
protein. This observation implies that the trigonal iron atoms are un-
likely to be ligated by hydrides.

Homocitrate is bound to the molybdenum atom by its 2-carboxy and
2-hydroxy groups and projects down from the molybdenum atom of
the cofactor toward the P clusters. This end of FeMoco is surrounded
by several water molecules (5, 7), which has led to the suggestion that
homocitrate might be involved in proton donation to the active site for
substrate reduction. In contrast, the cysteine-ligated end of FeMoco is
virtually anhydrous.

2. Structure of the P Clusters

As noted previously, the P clusters are bonded at the interface of
the � and � subunits by cysteine ligands. Each subunit provides three
cysteine ligands; two of these bind single iron atoms, and the other
bridges two iron atoms, that is, binding the eight iron atoms of the P
cluster there are in total four single cysteine–iron bonds with two
bridging cysteine residues. The precise structure of the P clusters has
proved controversial, but has now been rationalized. Initially it was
suggested that the P clusters consisted of two Fe4S4 clusters linked
only through the bridging cysteine residues (2). This was then modi-
fied (4) to a proposal that the two Fe4S4 clusters were also joined
through a sulfur–sulfur bond at one corner. This interpretation of the
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data was challenged by Bolin and co-workers (5), who proposed the
structure in Fig. 5a, where the two Fe4S4 clusters, as well as being
bridged by two cysteine ligands, are joined through a common sulfur
atom, that is, with an overall stoichiometry of Fe8S7. The data have
now been fully rationalized (6, 7) and it is known that their interpre-
tation was complicated by the ready oxidation of the P clusters to the
form shown in Fig. 5b, where two of the iron–sulfur bonds in Fig. 5a
have been broken to generate a more open structure in one half of the
P cluster. During the relatively long time required to produce crystals
of the MoFe proteins, the P clusters become oxidized. However, so-
dium dithionite is normally added prior to data collection. In more
recent data collections, the protein has been frozen at this juncture so
that data can be collected at 100 K with minimal radiation damage.
With prolonged reduction the structure in Fig. 5a is observed, but if
crystals are frozen quickly before reduction can occur, the structure
in Fig. 5b is present. Thus, Fig. 5b represents oxidized and Fig. 5a
reduced P clusters. These observations have now been confirmed with
Av1 (6) with data collected at 2-Å resolution and with Kp1 (7) with
data collected at 1.65-Å resolution. Since essentially identical data
have been obtained by two different groups of workers in two different
laboratories with proteins from two bacterial sources, it can be rea-
sonably assumed that the controversy concerning the P cluster struc-
ture is now at an end.

B. REDOX AND SPECTROSCOPIC PROPERTIES OF THE MoFe PROTEINS

The MoFe proteins exhibit complex redox properties. Each tetra-
meric �2�2 molecule of MoFe protein contains two P clusters and two
FeMoco centers and, as normally isolated in the presence of sodium
dithionite, the FeMoco centers are EPR-active, exhibiting an S � ��

spin state with g values near 4.3 and 3.7 and 2.01 (Fig. 6). The P
clusters are EPR silent and there is a wealth of evidence (39) using a
variety of techniques that indicates that the iron atoms in these clus-
ters are all reduced to the Fe2� state.

During oxidation of the MoFe protein the P clusters are the first to
be oxidized at about �340 mV. This redox potential was first mea-
sured (40) using Mössbauer spectroscopy and exhibited a Nernst
curve consistent with a two-electron oxidation process. It is possibly
low enough for this redox process to be involved in enzyme turnover
(see Section V). No additional EPR signal was observed from this oxi-
dized form at this time. However, later a weak signal near g � 12
was detected and was finally confirmed, using parallel mode EPR
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FIG. 5. Structure of the P clusters. (a) Reduced Fe8S7 as proposed by Bolin et al. (5)
and confirmed by Peters et al. (6) and Mayer et al. (7). (b) Oxidized Fe8S7 as described
by Peters et al. (6) and Mayer et al. (7).
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FIG. 6. The electron-paramagnetic resonance spectrum of Kp1 in frozen solution at
10 K.

spectroscopy (41), as arising from an integer spin system (S � 3 or
4). Careful redox titration allows the observation of two half-integer
spin signals (41, 42) before the development of the g � 12 signal. The
two signals arise from S � �� and S � �� spin systems with redox poten-
tials very close to each other. We now know, from the crystallographic
studies just discussed, that oxidation of the P clusters to the g � 12
spin state results in the breaking of two iron–sulfur bonds. It is possi-
ble that breaking one of these bonds would give rise to the S � �� state
and breaking the other would give rise to the S � �� state, the different
spin states arising because of the slightly different environments of
the cluster in the one-electron oxidized forms. If this is the case, then
it seems that the bonds are broken randomly to give a mixture of spin
states on oxidation. The two-electron oxidized P clusters in the g �
12 state have been characterized by Mössbauer (40, 41), EPR (42, 43),
and magnetic circular dichroism (44, 45) spectroscopies.

Removing two electrons from each P cluster renders each MoFe pro-
tein molecule oxidized by four electrons. Further oxidation leads to
removal of electrons from the FeMoco centers. The potential of this
oxidation is both species and pH dependent. At pH 7.9 the Em for Kp1
is �180 mV, whereas for Cp1 it is 0 mV and for Av1 �95 mV (46).
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These potentials are almost certainly too high for this oxidation state
to be involved in enzymic turnover. One electron is removed from
each FeMoco center, rendering it EPR inactive and diamagnetic.

Yet further oxidation removes at least one more electron from each
P cluster with an Em 
 �90 mV to yield a protein oxidized by a total
of at least eight electrons and with EPR signals from mixed spin
states of S � �� and S � �� (42, 47). The combined integrations of these
signals demonstrated that their intensity was equivalent to that of
the FeMoco EPR signals in the same preparations. This provided the
first evidence (47) that MoFe proteins contained equivalent numbers
of FeMoco centers and P clusters and that P clusters contained 8 Fe
atoms. Previously it had been considered that the P clusters were
fully reduced Fe4S4 clusters and thus that there were two P clusters
for every FeMoco center per molecule.

There are differing accounts of the stability of MoFe proteins to
further oxidation. Oxidation of Kp1 above �200 mV results in oxida-
tive damage (48) and further oxidation of Av1 (47) above �100 mV
leads to the appearance of EPR signals from an S � �� system which
is very unstable. However, there are reports that Av1 can be oxidized
by up to 12 electrons without damage. Furthermore, there are a num-
ber of reports that instead of the previously discussed oxidation pro-
cesses removing first four electrons from the P clusters and then two
from the FeMoco centers it is possible to observe two redox waves
of three electrons each (49). These observations are to some extent
dependent on the nature of the oxidizing agent, but similar reductive
waves have been observed using microcoulometry. One clue as to the
possible provenance of this unusual behavior is that the oxidative and
reductive waves differ by over 200 mV. These data imply that protein
structural changes, or changes in coordination number or ligand type,
may be occurring and causing heterogeneity in the P clusters.

C. SUBSTRATE INTERACTIONS WITH THE MoFe PROTEIN

1. Interactions with Reducible Substrates

In general there are few reproducible data on binding of reducible
substrates to the isolated MoFe proteins. However, the S � �� EPR
signal from the FeMoco centers of Kp1 is pH dependent, the g values
changing with a pKa of 8.7 (50). Of course, the proton is a substrate
of nitrogenase; however, there is no direct evidence for the proton
associated with the pKa being bound directly to FeMoco. Nevertheless,
this pKa can be perturbed by addition of the analog substrate acety-
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lene, in the presence of which the pKa is shifted down to 
8, implying
competition between the acetylene and the proton for the site.

2. Interactions with Nucleotides

Both MgATP and MgADP have been reported to bind to MoFe pro-
teins, although the data in the literature are somewhat confused and
conflicting. Careful experiments with Kp1 revealed that MgADP did
not bind to the reduced protein, but did bind to protein with oxidized
P clusters and FeMoco centers reduced (51). This species bound ap-
proximately 4 mol MgADP per mol Kp1. Both rapid reversible and
slower nonreversible reactions were observed. Over a period of 2 h
Kp1 reacted with MgADP to form a stable conjugate that was identi-
fied as covalently bound AMP by 31P NMR spectroscopy and thin layer
chromatography (52). This modified MoFe protein was catalytically
functional and hydrolyzed slowly over a period of 6 h to yield AMP
and normal Kp1.

The significance of the observed interactions between MoFe pro-
teins and nucleotides is not easy to determine. However, as noted in
Section IV, ATP is involved in the maturation of the MoFe protein
and the biosynthesis of FeMoco. It is therefore possible that the nucle-
otide interactions noted here are associated with the maturation of
the MoFe protein and not with its catalytic activity.

IV. Biosynthesis of Molybdenum Nitrogenase

A. THE nif GENES

Nitrogenases are complex enzymes and their biosynthesis is tightly
regulated by microorganisms. If there is sufficient fixed nitrogen
available for growth, then nitrogenase is not required and its biosyn-
thesis is repressed. All nitrogenase enzymes are damaged by exposure
to oxygen, and so if the level of oxygen within the cell is too high,
then nitrogenase synthesis is again suppressed. The intracellular
pathways sensing the levels of fixed N and O2 within a bacterium
have been elucidated to some extent, but major questions remain (53).
Figure 7 shows the organization of the genes associated with nitrogen

FIG. 7. The nitrogen fixation (nif ) genes of Klebsiella pneumoniae are contiguous on
ca. 23 kb of chromosomal DNA. The arrowheads indicate transcription starts.
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TABLE I

FUNCTIONS OF NITROGEN FIXATION (nif ) GENE PRODUCTS IN Klebsiella pneumoniae

Regulatory gene products
NifA Activator of nif gene expression
NifL Repressor of NifA activity

Structural gene products
NifH Fe protein polypeptide; NifH is also involved in FeMoco and

MoFe protein biosynthesis
NifK, NifD MoFe protein polypeptides

Electron transfer
NifJ Pyruvate: flavodoxin oxidoreductase
NifF Flavodoxin; electron donor to nitrogenase

Processing gene products
NifM Modifies and activates NifH to form active Fe protein
NifQ Involved in molybdenum processing
NifB Product is NifB-co, an iron–sulfur species incorporated into

FeMoco
NifN Subunits of NifN2E2 possibly a scaffold for FeMoco biosynthesis
NifE 	
NifV Homocitrate synthase
NifY Attaches to apoNifK2D2 to assist FeMoco insertion in Klebsiella

pneumoniae; an equivalent protein in Azotobacter vinelandii is 	
NifS Cysteine desulfurase
NifU Probably involved with NifS in iron–sulfur cluster synthesis
NifW and NifZ Possibly accelerate MoFe protein maturation
NifT, NifX Unknown function

fixation in the facultative anaerobe Klebsiella pneumoniae. In K. pneu-
moniae there are 20 contiguous genes, arranged in seven operons,
involved in the process of nitrogen fixation by a molybdenum nitroge-
nase. The products of two of these genes, nifA and nifL, control the
last step in the regulation of the expression of the other nif genes in
response to fixed N and O2 levels. NifA is the activator for expression
of the other seven operons of nif genes and NifL is a repressor of NifA
activity. NifL is a flavoprotein that is inactive when reduced, but
when oxidized, binds to NifA and inactivates it, thus preventing acti-
vation of the other nif operons (54). In addition, NifL is sensitive to
energy charge (i.e., the ratio of ADP to ATP) and possibly directly
sensitive to the presence of ammonium. The roles of some of the other
nif genes are still unclear, but what is known is listed in Table I.
Regulation of the biosynthesis of nitrogenase by fixed N and O2 and
the availability of metals is an extremely complex subject. For re-
views the reader is referred to Refs. (53) and (55).
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B. BIOSYNTHESIS OF THE Fe PROTEIN

The Fe protein polypeptide is encoded by the nifH gene. The syn-
thesis of functional Fe protein also requires the nifM product, al-
though the role of the latter is undefined. Functional Fe protein can
be biosynthesized in Escherichia coli that has been transformed with
just nifH and nifM, implying that other nif gene products are not
required (56). However, it is likely that the nifS product, now identi-
fied as a pyridoxal phosphate-activated cysteine desulfurase (57, 58)
that is capable of providing the sulfide necessary for the in vitro syn-
thesis of the iron–sulfur cluster of the Fe protein (59), and also the
cotranscribed nifU product are involved in the biosynthesis of the
iron–sulfur cluster in the Fe protein. Homologs of nifS and nifU are
found in many organisms and therefore are likely to be available for
iron–sulfur cluster biosynthesis in E. coli.

The nifU gene product (NifU) from A. vinelandii has been overex-
pressed in E. coli and the recombinant protein purified and character-
ized (60). NifU is a homodimer of 33-kDa subunits with �2 Fe atoms
per subunit. Spectroscopic studies showed the presence of [Fe2S2]2�,�

clusters with Em � �254 mV and only cysteinyl coordination, but with
properties unlike other [Fe2S2] containing ferredoxins. The exact role
of NifU in the full activation of nitrogenase is still unclear.

C. BIOSYNTHESIS OF THE MoFe PROTEIN

The biosynthesis of the MoFe protein is extremely complex. Here
we will first describe the biosynthesis of FeMoco, then that of the
‘‘apo-MoFe protein,’’ encoded by the nifD and nifK genes and con-
taining the P clusters, and finally we will summarize what is known
about the combination of FeMoco with the ‘‘apo-MoFe protein’’ to form
active MoFe protein.

1. Biosynthesis of FeMoco

At least six gene products are involved in the biosynthesis of
FeMoco: the products of nifQ, nifB, nifV, nifN, nifE, and nifH. A sys-
tem for the in vitro synthesis of FeMoco has been developed (see Ref.
61 for a review). This system involves combining extracts from an A.
vinelandii nifB mutant strain with one from a strain containing a
mutation in nifN or nifE and adding molybdate, homocitrate, and
MgATP. The system has been used to provide an enzymatic assay
during the purification of some of the components required for the
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biosynthesis of FeMoco. The roles of these nif gene products will be
described in turn.

a. NifQ In levels of molybdate above micromolar, nifQ mutants
exhibit a Nif� phenotype, but when molybdate concentrations are
much lower, that is, in the nanomolar range, then nifQ mutants of K.
pneumoniae are Nif� (62). Similar observations have been made with
strains of A. vinelandii (63) and Rhodobacter capsulatus (64). Al-
though nifQ mutant strains do accumulate lower levels of Mo than
the wild type, they are defective only in FeMo cofactor biosynthesis,
not molybdenum cofactor biosynthesis (the molybdenum cofactor is a
molybdenum pterin found in all other molybdenum-containing en-
zymes). Increasing the levels of cystine available can overcome the
nifQ mutant phenotype (65) and nifQ gene sequences predict a cys-
teine region near the C-terminus of the protein (66). These data are
consistent with NifQ being involved in the formation of a complex
between molybdenum and sulfur at an early step in FeMoco biosyn-
thesis. However, the structure of such a complex has not been eluci-
dated.

b. NifB Mutations in nifB result in the formation of MoFe protein
that lacks FeMoco but can be activated in vitro by adding isolated
FeMoco (67). The product of nifB can be solubilized in detergents and
isolated as an iron sulfur cluster: NifB cofactor or NifBco (68). NifBco
is stable in N-methylformamide, as is FeMoco, and has a similar
greenish-brown color. It is extremely oxygen labile and contains no
molybdenum, just iron and sulfur. Radiolabeling experiments demon-
strated that both the iron and the sulfur from NifBco are incorporated
into FeMoco and activity measurements indicate that NifBco may be
the only source of iron for FeMoco (69). Current ideas on the biosyn-
thesis of FeMoco suggest that NifBco binds to the NifN and E prod-
ucts during the process. In Clostridium pasteurianum the nifN and
nifB genes are fused (70). This suggests that perhaps NifB and not
just NifBco interacts directly with NifN2E2 during FeMoco biosyn-
thesis.

c. NifN2E2 DNA sequence analysis revealed that the products of
the nifE and nifN genes exhibit considerable homology when com-
pared respectively with those of the nifD and nifK genes (which en-
code the MoFe protein � and � subunits). This structural homology
indicated that the nifEN gene products probably form an �2�2 com-
plex, as do the nifD and nifK products. Furthermore, the homologies
indicated that there might be a functional relationship with the MoFe
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protein. Since mutations in nifE or nifN prevent FeMoco biosynthesis,
it has been suggested that the NifN2E2 complex might act as a scaffold
on which FeMoco is biosynthesized before transfer to the MoFe pro-
tein (71).

The NifN2E2 complex has been isolated from both a nifB mutant
(72) and a nifH mutant (73), that is, mutants blocked at different
stages in FeMoco biosynthesis, with the aim of determining whether
FeMoco precursors might accumulate on NifN2E2 .

The initial characterization of NifN2E2 from a nifB mutant of A.
vinelandii (72) confirmed that it was an �2�2 tetramer and found that
it was oxygen sensitive and contained 4.6 g-atoms of Fe, 1.2 g-atoms
of Zn, and 0.6 g-atoms of Cu per molecule. The UV visible spectrum
indicated that the iron might be present as iron sulfur clusters. An
additional factor was identified during the purification that proved
necessary for the full activation of NifN2E2 in the in vitro FeMoco
biosynthesis assay. This factor partially separated from NifN2E2 dur-
ing the purification, was oxygen-stable, was inactivated when boiled,
and could not pass through a 30-kDa ultrafiltration membrane. The
factor was only made by A. vinelandii under ammonia limiting condi-
tions, that is, when nitrogenase synthesis was activated.

A later investigation compared the properties of NifN2E2 from nifB
and nifH deletion strains. In both of these strains the polypeptides
encoding in the MoFe protein, nifD and nifK, were also deleted. It
was observed that the mobility on anaerobic native gels of NifN2E2

was different when isolated from the two strains. The results were
consistent with the product of NifB, NifBco, binding to NifN2E2 in the

NifHDK strain and modifying its mobility on the gel. These data
support a model where NifBco binds to NifN2E2 during FeMoco bio-
synthesis (73). However, 1 mol purified NifN2E2 is required for every
2 mol FeMoco synthesized in the in vitro system (72). Thus, NifN2E2

does not act as a catalyst in this system, but perhaps donates a pre-
cursor (which is not regenerated in the in vitro assay) to FeMoco. This
precursor could be NifBco, but nevertheless it is still puzzling that
NifN2E2 does not function catalytically. It is possible that the prepara-
tions of NifN2E2 used contained an additional substance required for
FeMoco synthesis that was only present in stoichiometric amounts
and therefore became exhausted during the assay.

d. NifV Mutations in the nifV gene result in the formation of a
nitrogenase with close to wild-type acetylene reduction activity but
severely impaired N2 fixation activity. Furthermore, unlike the wild-
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type, the H2 evolution activity is inhibited by carbon monoxide (74,
75). It has been known for many years that this change in activity is
associated with the FeMoco. When FeMoco from the MoFe protein
from a nifV mutant strain was extracted and combined with the MoFe
protein polypeptides from a strain unable to synthesize FeMoco, the
resultant active protein had the NifV� phenotype (76). This experi-
ment provides the most convincing evidence available that FeMoco is
the site of substrate binding and reduction in nitrogenase. Homoci-
trate has been isolated from MoFe protein and characterized by NMR
and mass spectrometry (77). Similar experiments with a nifV mutant
of Klebsiella pneumoniae showed that citrate rather than homocitrate
was bound to the nitrogenase (78). These observations implied that
the nifV gene encoded a homocitrate synthase. NifV from Azotobacter
vinelandii has been recombinantly expressed at high levels in E. coli.
Purification and characterization of NifV showed that it is a homodi-
mer that catalyzes the condensation of acetyl coenzyme A and �-keto-
glutarate to form homocitrate (79).

The in vitro synthesis of FeMoco requires homocitrate which, as
shown in Fig. 4, is bound to the molybdenum atom in the holoprotein.
Substitution of homocitrate in the in vitro synthesis of FeMoco by a
range of organic acids revealed that aberrant forms of FeMoco could
be synthesized but exhibited altered substrate specificities and inhibi-
tion susceptibilities (80). Specifically, the stereochemistry, chain
length, and position of the hydroxyl group of the organic acid can have
dramatic effects on the catalytic properties of the resulting enzyme.
The stereochemistry at the C1 position of homocitrate is crucial to
the functioning of FeMoco, and the in vitro FeMoco synthesis system
exhibits a strong preference for the R isomer of the organic acid when
racemic mixtures are provided. Synthesis of a catalytically competent
FeMoco requires (a) the 1- and 2-carboxyl group, (b) the hydroxyl
group, (c) the R configuration of the chiral center, and (d) the 4–6
carbon chain link with two terminal carboxyl groups (61, 81).

It is clear from these data that homocitrate is intimately involved
in the mechanism of substrate reduction and that close homologs such
as citrate cannot entirely fill this role. Rationalization of this phenom-
enon is difficult, but comparisons of the reactivity of extracted FeMoco
from the MoFe protein from wild type and NifV� strains have led to
an intellectually satisfying explanation (see Section V,E,2).

e. NifH Filler et al. (82) first demonstrated the involvement of the
Fe protein in the biosynthesis of FeMoco. At that time this was a
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radical suggestion since the Fe protein was only thought of as the
specific electron donor to the MoFe protein. Active Fe protein was not
essential, since its carboxy terminal end could be shortened slightly
without loss of FeMoco synthesis activity despite loss of all Fe protein
catalytic activity. It was also shown that NifH was not involved in the
control of the transcription of the other nif gene products in FeMoco
synthesis or in stabilizing preformed FeMoco. Other workers (83)
demonstrated that NifH that was ADP-ribosylated and therefore un-
able to reduce the MoFe protein during turnover was active in the
FeMoco biosynthesis. ADP ribosylation occurs at Ala 100, which is on
the surface of the Fe protein, close to the Fe4S4 cluster that interacts
with the MoFe protein (see Section V,B). This observation indicated
that the iron sulfur cluster and redox properties of the Fe protein
may not be required in its participation in FeMoco biosynthesis. This
hypothesis was later confirmed when it was shown that Fe protein
from which the Fe4S4 cluster had been removed was still active in the
in vitro FeMoco biosynthesis reaction (84).

Furthermore, a mutant, Ala157Ser, that cannot function in nitroge-
nase turnover and does not undergo the MgATP-induced conforma-
tional change is nevertheless active in FeMoco biosynthesis (86). It is
clear from the foregoing that the form of the Fe protein and the na-
ture of its role in FeMoco biosynthesis differs markedly from its role
in nitrogenase turnover. The in vitro synthesis of FeMoco apparently
requires specific redox levels of the proteins involved, but it seems
that reductant is not utilized in the process. Reductant is routinely
added to the assay to protect against contamination by oxygen; how-
ever, when A. vinelandii crude extracts are prepared in buffer that
lacks reductant, in vitro FeMoco synthesis can still function. Never-
theless, reductant is required if the A. vinelandii crude extract is
chemically oxidized prior to addition to the assay (85). It seems likely,
therefore, that the proteins must be in the appropriate redox state
to function.

2. Biosynthesis and Properties of the ‘‘apo-MoFe Protein’’

There is now some understanding of the processes involved in inser-
tion of FeMoco into the �2�2 polypeptides (see Section IV,C,3). How-
ever, it is clear that there are other processes involved in generating
‘‘apo-MoFe protein’’2 capable of being activated. These processes in-

2 The term ‘‘apo-MoFe protein’’ will be used here to denote the MoFe protein lacking
FeMoco, although this protein is not devoid of prosthetic groups since it has bound
P clusters.
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volve other gene products in ways which are not yet understood, for
example, there is no understanding of how the P clusters are synthe-
sized or inserted. They may be synthesized in situ in the MoFe pro-
tein, but this seems unlikely since they span the interface of the �
and � subunits and are buried at least 10 Å below the surface of the
MoFe protein. Mutating to alanine some of the cysteine ligands to the
P clusters prevents assembly of the tetramer, which implies that P
cluster insertion and tetramer assembly may be concerted processes
(87, 88). Interestingly, it is possible to mutate both of the P cluster
bridging cysteine ligands to alanine without losing all activity.
However, if just one cysteine is mutated the tetramer does not as-
semble.

No mutants capable of binding FeMoco but lacking P clusters have
been identified. A number of nif gene products have been implicated
in the maturation of the MoFe protein polypeptides or P cluster. Spe-
cifically NifW, NifZ, and NifT appear to be involved in optimizing
MoFe protein activity in both K. pneumoniae (56) and A. vinelandii
(89), although they do not appear to be absolutely required for nitro-
gen fixation (90, 91). It is possible that they supplement activities
already available in the microorganisms.

The ‘‘apo-MoFe protein’’ has been isolated from both K. pneumoniae
(92) and A. vinelandii (93) strains lacking the ability to synthesize
FeMoco. The protein contains P clusters and has been useful in iden-
tifying the spectroscopic characteristics of P clusters in the absence of
FeMoco. A particularly useful protocol is to generate the holo-protein
with FeMoco and P clusters differentially labeled with 57Fe; for exam-
ple, if the ‘‘apo-protein’’ is grown on medium containing normal 56Fe
and is combined with FeMoco isolated from the MoFe protein from a
strain grown on medium enriched with 57Fe, then the resultant pro-
tein can be used to monitor reactions specific to FeMoco using 57Fe
Mössbauer spectroscopy or the broadening of EPR signals and the
associated changes to ENDOR spectra due to the spin-�� nucleus of
the 57Fe.

The purified preparations of the ‘‘apo-MoFe proteins’’ from both or-
ganisms included a small additional polypeptide of around 20 kDa.
This was shown to be the nifY product in K. pneumoniae (94) and a
non-nif protein denoted 	 in A. vinelandii (95). These proteins are
apparently essential for effective reaction with FeMoco and are asso-
ciated with the MoFe protein polypeptide through its interaction with
the Fe protein and MgATP (96, 97) (see Section IV,C,3). These obser-
vations demonstrate a third role for the Fe protein in generating a
form of ‘‘apo-MoFe protein’’ that is capable of accepting FeMoco.
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3. Formation of the Holo-protein

Given the information in the previous two sections, it is now possi-
ble to summarize what we know of the biosynthetic processes that
lead to the formation of active MoFe protein.

1. Molybdate enters the cell and is processed by NifQ, or possibly
just cystine, to form a putative Mo-S containing species.

2. Iron (possibly from NifU) and sulfur (from NifS activity) are
combined by NifB to form NifBco.

3. NifBco binds to NifN2E2 .
4. The next events are still obscure, but it is widely assumed that

NifN2E2 acts as a scaffold for the combination of NifBco with the puta-
tive MoS species to form FeMoco. NifH and MgATP (98) are appar-
ently involved in this process, but NifH does not need to contain the
Fe4S4 cluster, nor does it have to undergo the conformational change
normally observed on binding MgATP. A study (99) has demonstrated
that VnfH, the Fe protein from the vanadium nitrogenase, can func-
tion in place of NifH both in the in vitro biosynthesis of FeMoco and
in the maturation of the ‘‘apo-MoFe protein.’’ These data suggest that
NifH is not involved specifically in the reaction of NifBco with the
hetero-metal.

5. In the final stage of activation, FeMoco is bound to the ‘‘apo-
MoFe protein.’’ As noted previously, for this to happen the ‘‘apo-MoFe
proteins’’ must be bound to NifY or 	. NifY or 	 dissociate after the
activation of the MoFe protein by FeMoco. The crystallographic struc-
ture demonstrates that FeMoco is eventually bound to Cys 275 and
His 442 of the � subunit of the MoFe protein. Cys 275 in ‘‘apo-MoFe
protein’’ reacts rapidly with alkylating agents, indicating that it is
exposed to solvent, although in the holo-protein it is buried some 10 Å
below the surface of the protein (100). These data imply that the role
of 	 (NifY) may be to hold the ‘‘apo-MoFe protein’’ in an open confor-
mation that will allow access of FeMoco to its binding site. It has been
suggested (100) that this might come about through a relative shift-
ing at the domains in the � subunit, induced by interaction with the
Fe protein and MgATP, and maintained in this conformation by inter-
action with 	 (NifY).

Before leaving this section we should note that GroEL, a chaper-
onin, has been implicated in the biosynthesis of nitrogenase (101).
Using 35S pulse-chased experiments on the kinetics of nitrogenase
synthesis, high molecular weight intermediates in MoFe protein as-
sembly were identified, as was transient binding of newly synthesized
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NifH and NifDK to GroEL. It is not clear from these data at which
stage in the biosynthetic pathway just described GroEL might be in-
volved in MoFe protein maturation, but it could be during P cluster
insertion.

V. The Mechanism of Molybdenum Nitrogenase

A. THE LOWE–THORNELEY MECHANISM

A comprehensive description of the mechanism of molybdenum ni-
trogenase has been provided by the Lowe–Thorneley scheme (102)
(Figs. 8 and 9). In this scheme the Fe protein (with MgATP) functions
as a single electron donor to the MoFe protein in the Fe protein cycle
(Fig. 8), which is broken down into four discrete steps, each of which
may be a composite of several reactions:

1. The reduced Fe protein · MgATP complex forms a complex with
the MoFe protein

2. An electron is transferred from the Fe protein to the MoFe pro-
tein with concomitant hydrolysis of MgATP to MgADP and Pi

3. The oxidized Fe protein · MgADP complex dissociates from the
reduced MoFe protein

4. The Fe protein is reduced by Na2S2O4 and the MgADP is re-
placed by MgATP

In this cycle, step 3, the dissociation of the two proteins, is rate de-
termining and is rate determining in the overall enzyme turnover.

FIG. 8. The Fe protein cycle of molybdenum nitrogenase. This cycle describes the
transfer of one electron from the Fe protein (F) to one �� half of the MoFe protein (M)
with the accompanying hydrolysis of 2MgATP to 2MgADP � 2Pi . The rate-determining
step is the dissociation of Fox (MgADP)2 from Mred . Subscript red � reduced and
ox � oxidized.
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FIG. 9. The MoFe protein cycle of molybdenum nitrogenase. This cycle depicts a
plausible sequence of events in the reduction of N2 to 2NH3 � H2 . The scheme is based
on well-characterized model chemistry (15, 105) and on the pre-steady-state kinetics of
product formation by nitrogenase (102). The enzymic process has not been character-
ized beyond M5 because the chemicals used to quench the reactions hydrolyze metal
nitrides. As in Fig. 8, M represents an �� half of the MoFe protein. Subscripts 0–7
indicate the number of electrons transferred to M from the Fe protein via the cycle of
Fig. 8.

Eight Fe protein cycles are required for the transfer of eight elec-
trons from the Fe protein to the MoFe protein to reduce one N2 mole-
cule to 2NH3 with concomitant release of one H2 molecule. These eight
steps are shown in Fig. 9, which assumes that the kinetic constants
of the Fe protein cycle are the same no matter what the redox state
of the MoFe protein. This assumption has been shown to hold true for
the first two steps of the MoFe protein cycle (103). Figure 9 was devel-
oped by analyzing the time dependence of the pre-steady-state release
of H2 , N2H4 , and NH3 from acid-quenched reaction mixtures. There
were substantial lags in the formation of all of these products, for
example, a lag of 100 msec before H2 evolution became linear; a lag of
250 msec in the development of the intermediate that gives rise to
N2H4 on quenching the reaction with acid or alkali; and a lag of about
400 msec before linear production of NH3 was observed. The levels of
the intermediate giving rise to N2H4 rose to a maximum and then
decreased slightly, in the steady state, to a level corresponding to
about 12% of the total MoFe protein concentration.

These lags in product formation were interpreted in terms of repeti-
tive slow steps in enzyme turnover, each slow step being equated to
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one Fe protein cycle (Fig. 8), that is, each slow step was equated to
the dissociation of the two proteins after the electron transfer. On this
model the 100 msec lag was associated with two Fe protein cycles
being needed before H2 evolution could occur under an argon atmo-
sphere. When this atmosphere was replaced with N2 , the time course
of H2 evolution was identical to that under argon until three Fe pro-
tein cycles had occurred. This indicated that N2 could not bind to the
MoFe protein until three electrons had been transferred from the Fe
protein.

It is probable that the negative charge induced by these three elec-
trons on FeMoco is compensated by protonation to form metal hy-
drides. In model hydride complexes two hydride ions can readily form
an �-bonded H2 molecule that becomes labilized on addition of the
third proton and can then dissociate, leaving a site at which N2 can
bind (104). This biomimetic chemistry satisfyingly rationalizes the ob-
served obligatory evolution of one H2 molecule for every N2 molecule
reduced by the enzyme, and also the observation that H2 is a competi-
tive inhibitor of N2 reduction by the enzyme. The bound N2 molecule
could then be further reduced by a further series of electron and pro-
ton additions as shown in Fig. 9. The chemistry of such transforma-
tions has been extensively studied with model complexes (15, 105).

If N2 is bound end-on, protonation occurs at the terminal nitrogen
atom. Reduction by two electrons and protonation yields an M–N–
NH2 species (M � metal), which, when treated with acid or base,
yields N2H4 . Since N2H4 , although not normally a product, is released
from a bound intermediate in N2 reduction by the enzyme, this chem-
istry seems to provide a reasonable model for that occurring on the
enzyme. Further reduction and protonation of such chemical model
species can yield NH3 and a metal nitride (MIN), which can in turn
be reduced and protonated to yield a second NH3 molecule. These
later stages of the reaction have not been followed in the enzymic
process as yet, since the quenching procedures used in the pre-steady-
state reaction result in degradation of metal nitrides to NH3 . Never-
theless, the reaction sequence shown in Fig. 9 is chemically logical
and has been demonstrated experimentally with model complexes and
so is a feasible model for the overall enzymic reaction.

Thus, the Lowe–Thorneley scheme has proved extremely useful
over the past 15 years. At the time it explained all available data on
N2 fixation by the enzyme, it has been predictive and allowed investi-
gation of the reduction of other substrates, and it has been developed
so that some of the steps shown in Figs. 8 and 9 have been broken
down into more detailed reaction schemes that can still be encom-
passed within the overall mechanism. For example, the coupling of
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MgATP hydrolysis and electron transfer between the two proteins
seems not to be direct and the order of reactions may depend on the
precise conditions of the experiment; at low temperature, electron
transfer seems to be reversible (see Ref. (12) for a discussion). One
innovation is incorporation of data in which the release of inorganic
phosphate was monitored. With other MgATP hydrolyzing enzymes,
this step is often the ‘‘work’’ step in which the energy released by
MgATP hydrolysis is utilized. With nitrogenase this step takes place
before the dissociation of the two proteins (106).

However, some data have been more difficult to incorporate into the
mechanism shown in Figs. 8 and 9. As reported (21) in Section II,B
the Fe protein can be reduced by two electrons to the [Fe4S4]0 redox
state. In this state the protein is apparently capable of passing two
electrons to the MoFe protein during turnover, although it is not clear
whether dissociation was required between electron transfers. More
critically, it has been shown that the natural reductant flavodoxin
hydroquinone (107) and the artificial reductant photoexcited eosin
with NADH (108) are both capable of passing electrons to the complex
between the oxidized Fe protein and the reduced MoFe protein, that
is, with these reductants there appears to be no necessity for the com-
plex to dissociate. Since complex dissociation is the rate-limiting step
in the Lowe–Thorneley scheme, these observations could indicate a
major flaw in the scheme.

The Lowe–Thorneley scheme was devised using sodium dithionite
as reductant, but the foregoing data imply that when other reduc-
tants are used, including the natural reductants, the same path is not
necessarily followed. It seems clear that some reinvestigation of the
Lowe–Thorneley scheme using alternative reductants is necessary.
However, the detailed simulation of product formation provided by
the scheme implies that much of it is likely to remain intact, although
the exact nature of the rate-determining step may not be the same
with all reductants.

B. THE NITROGENASE COMPLEX

As noted in Section II,C parts of the primary sequences of Fe pro-
teins have strong similarities to those of various GTPases and
ATPases. With these enzymes, aluminum fluoride (AlF�

4 )3 has been

3 The author is aware that in aqueous solution Al3� and F� form several complexes,
but these are represented here as AlF�

4 for simplicity.
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used as an analog of phosphate together with GDP or ADP to trap
putative intermediates. Two groups (109, 110) discovered that AlF�

4

acts as a potent inhibitor of nitrogenase and were able to isolate a
2 : 1 Fe protein : MoFe protein complex from Av1 � Av2 with MgADP/
MgATP and AlF�

4 . This putative ‘‘transition state’’ complex is proving
extremely useful in the analysis of the interactions between the two
proteins and nucleotides.

Model-independent analysis (111) of small-angle X-ray scattering
data collected using synchrotron radiation with such a complex
formed from K. pneumoniae nitrogenase demonstrated that the com-
plex had a 2 : 1 Fe protein : MoFe protein structure in solution and
that the interaction of Kp2 with Kp1 was consistent with that pre-
dicted through modeling studies (8) on the three-dimensional struc-
tures of the individual proteins. These modeling studies utilized data
from a range of site-directed mutagenesis and chemical cross-linking
experiments and predicted docking of the ‘‘top’’ surface of the Fe pro-
tein, which includes the Fe4S4 cluster, with the �� subunit interface
of the MoFe protein. This conformation placed the Fe4S4 cluster of the
Fe protein about 18 Å from the P cluster of the MoFe protein, which
in turn is about 14 Å (edge to edge) from FeMoco, and thus firmly
placed the P clusters on the electron transfer route to FeMoco from
the Fe protein.

Subsequently, the three-dimensional crystallographic structure, at
3 Å resolution (112), of this putative transition state complex was re-
ported. This confirmed the predicted overall structure but demon-
strated that the Fe protein had undergone substantial conformational
changes. Interestingly, the crystal structure provided a better fit to
the profile deduced from the low angle scattering data than did the
predicted docking model. This observation demonstrates the power of
analysis of the scattering data (111). The result (112) of these confor-
mational changes in the Fe protein structure was that the Fe4S4

moved closer to the P cluster with about 14 Å separating the closest
atom-to-atom distances, i.e., the P cluster in the complex is approxi-
mately equidistant between the Fe protein Fe4S4 cluster and FeMoco
(Fig. 10). This change was brought about by an apparent 13� rotation
of each Fe protein monomer towards the subunit interface, resulting
in a more compact quaternary structure in the complex and shifting
the Fe4S4 cluster approximately 4 Å toward the Fe protein surface in
the complex. This rotation also resulted in a new dimer interface in-
volving interactions between a number of highly conserved residues.
Within the complex, two ADP · AlF�

4 molecules were bound per Av2
dimer, with each nucleotide associated largely with one monomer and
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FIG. 10. The putative ‘‘transition-state’’ complex formed between the Fe protein:
MgADP � AlF�

4 and the MoFe protein. For simplicity only one �� pair of subunits of the
MoFe protein is shown. The polypeptides are indicated by ribbon diagrams and the
metal–sulfur clusters and MgADP � AlF�

4 by space-filling models (MOLSCRIPT (196)).
The figure indicates the spatial relationship between the metal–sulfur clusters of the
two proteins in the complex.

bound roughly parallel to the dimer interface. This nucleotide confor-
mation differs from that observed in the isolated Fe protein (1) with
partial occupancy by ADP where the ADP straddled the subunit inter-
face (Section II,A).

Studies (113) on Fe protein with an Asp39Asn mutation in the nu-
cleotide binding site indicate that the conformational change observed
in the crystal structure of the complex is dependent on electron trans-
fer from the Fe protein to the MoFe protein.

A further important discovery has resulted from studies on complex
formation (114). With K. pneumoniae nitrogenase it has been shown
that the MoFe protein containing a full complement of metal is com-
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plexed more slowly than that containing only half its full complement,
that is, one FeMoco and one P cluster per tetramer. These data dem-
onstrate that MoFe protein that has only one FeMoco binding site
occupied has an altered conformation compared with the protein with
both FeMoco sites filled. The Fe protein reacts with these different
conformations at different rates to form the stable putative transition-
state complexes. These data confirm an earlier hypothesis based on
Mössbauer spectroscopy, where it was observed that all MoFe protein
preparations had the same ratio of iron species present no matter
what their total iron content. These data were interpreted (40) in
terms of an all-or-none hypothesis in which it was suggested that
MoFe proteins contain all, or exactly half, or none of their total
metal content.

Only limited studies on the nature of the nitrogenase proteins
within the complex have yet been carried out. Formation of the com-
plex is reversible with a very long half-life of approximately 20 h (109,
110) and thus the complex can be isolated and studied. There has
been a study (115) of redox potentials of the metal clusters within the
complex, but instead of the ADP · ALF�

4 complex described previously,
this study used one that is formed between a mutant of the Fe protein
with Leu 127 deleted (29). This Fe protein has properties much like
the wild-type Fe protein complex with MgATP and forms a nondisso-
ciating nitrogenase complex with the MoFe protein. Redox studies on
this complex showed that the midpoint potential of the Fe4S4 cluster
was decreased by 200 mV to �620 mV in the complex. It is clear from
these studies that in addition to the observed decrease in potential, it
is possible to reduce the oxidized Fe4S4 cluster within the complex. In
addition, the redox potential of the P cluster was lowered by about 80
mV to �380 mV within the complex, but no significant change in the
redox potential of the FeMoco centers was observed.

From the crystal structure of the complex (Fig. 10) it appears that
only minimal conformational changes occur within the MoFe protein
on complexation, although it is hard to be dogmatic about these when
at 3 Å resolution. Nevertheless, ENDOR (116) studies on the FeMoco
center demonstrated that at least one class of protons in the vicinity
of the FeMoco center is altered in the complex relative to the free
protein.

C. THE ROLE OF MgATP HYDROLYSIS

Despite intensive efforts by many groups the roles of MgATP hydro-
lysis in nitrogenase turnover is still enigmatic. MgATP binds to both
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proteins, although as noted earlier (Section III,C,2), the interaction
with the MoFe protein may not be associated with catalysis, but
rather with biosynthesis. Binding MgATP to the Fe protein induces a
conformational change and a change in the redox potential of the
Fe4S4 cluster (Section II,C). However, the binding of the inhibitor
MgADP results in similar effects. Two MgATP molecules are hy-
drolyzed to MgADP and inorganic phosphate for every electron trans-
ferred to substrate when the enzyme is working at its greatest effi-
ciency. This apparent coupling of MgATP hydrolysis to electron
transfer can be readily uncoupled by changing the component ratio or
the temperature of the reaction. There is evidence from the 
Leu127
mutant of the Fe protein, which has a conformation similar to that
induced by binding MgATP (29), that MgATP is unnecessary for elec-
tron transfer from the Fe protein to the MoFe protein, although the
complex formed is inactive in catalysis. Pre-steady-state stopped-flow
spectrophotometric studies (117) have indicated that electron transfer
may precede MgATP hydrolysis in the functioning complex. All of
these data imply that the energy released by MgATP hydrolysis is not
required for protein–protein electron transfer. However, the MgATP-
induced conformation of the Fe protein is apparently required for its
effective binding to the MoFe protein.

Nevertheless, MgATP is required for nitrogen fixation by nitroge-
nase and its hydrolysis, at normal rates, requires both the Fe and
the MoFe protein (much slower hydrolysis reactions with the isolated
proteins and both MgATP and MgADP have been observed) (30, 51,
52). The exact point during the catalytic cycle when MgATP is hy-
drolyzed has not been determined. Proton release, which is probably
associated with MgATP hydrolysis, has been observed to have a rate
constant of 14 � 4 s�1 at 20�, far slower than protein–protein electron
transfer, which occurred at the rate of 100 s�1. Phosphate release from
the enzyme, which must come after MgATP hydrolysis, occurs at a
rate of 22 s�1 at 23�C and a change in absorbance at 430 nm with a
rate constant of 6.6 � 0.8 s�1, but preceding protein–protein dissocia-
tion has also been observed.

Thus, current evidence implies that MgATP hydrolysis occurs later
than electron transfer during nitrogenase turnover. What, then, is
its purpose? Two possibilities have been suggested. One is that the
hydrolysis is necessary to induce a further conformational change in
the Fe protein that will allow the complex to dissociate to allow the
Fe protein to be rereduced. The second suggestion is that the confor-
mational change induced by hydrolysis is transmitted to the MoFe
protein and in some way ‘‘gates’’ an electron transfer within the MoFe
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protein from the P clusters to FeMoco and possibly thence to sub-
strates. The first of these possibilities seems unlikely, since it would
be biologically inefficient to utilize so much energy simply to allow
dissociation of electron transfer partners. Therefore, it seems much
more probable that protein–protein interaction is critically important
and that the energy expended in hydrolyzing two molecules of MgATP
for every electron transferred is required for some critical process
within the MoFe protein.

D. ELECTRON TRANSFER WITHIN THE MoFe PROTEIN

Electrons transferred from the Fe protein to the MoFe protein ap-
pear very rapidly on the FeMoco center, causing the loss of intensity
of the S � �� EPR signal (118). In 57Fe Mössbauer studies, no changes
in the components in the spectra associated with the P clusters were
observed, and thus the role of P clusters in electron transfer within
the MoFe protein was obscure. The three-dimensional X-ray crystallo-
graphic structure of the putative transition state complex (112)
clearly places the P clusters on the electron transfer pathway between
the Fe4S4 cluster of the Fe protein and the FeMoco center. However,
there is currently only one spectroscopic observation that supports
this view (119). Optical changes occurring during the first 600 ms of
turnover have been correlated with EPR spectra with g values near
5.4 and 5.7. These spectroscopic changes were only observed under an
argon or N2 atmosphere and not under C2H2 or CO. The EPR signals
were attributed to Fe clusters in an S � �� state. An S � �� spin state
can be observed in P clusters that have been oxidized to above �90
mV (42). However, it is unlikely that this is the state being observed
in these experiments. It is much more likely that the signals arise
from the one-electron oxidized P clusters that in the isolated protein
give rise to S � �� or �� spin states (42, 43). Thus, under argon or N2 ,
the P clusters seem to become transiently oxidized during turnover.
This observation was rationalized (119) in terms of the P clusters
transferring electrons to FeMoco when bound N2 is irreversibly com-
mitted to being reduced and is protonated to the hydrazide (2-) level,
that is, M–N–NH2 , as in Fig. 9.

Additional evidence that there is an intermediate step in the elec-
tron transfer from the Fe protein to the FeMoco center was obtained
by perturbing the reaction by increasing the salt level (120). In the
presence of salt, a lag period was observed before the FeMoco was
reduced but after the Fe protein was oxidized, and it was proposed
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that the electron transfer to FeMoco consisted of two steps: (1) elec-
tron transfer from the Fe protein to an unidentified site on the MoFe
protein, followed by (2) transfer from that site to the FeMoco.

There has been an attempt (121) to perturb electron transfer from
P clusters to FeMoco by modifying Tyr�98, which is on a helix that
spans the distance between the P cluster and FeMoco, but does not
directly contact either the P cluster or FeMoco. Mutating this residue
to His resulted in a significant increase in diazotrophic growth dou-
bling time and a significantly reduced maximal specific activity for N2

fixation, H2 evolution, and C2H2 reduction by the isolated enzyme.
These data are consistent with electrons being transferred through
the protein between the P clusters and FeMoco.

E. SUBSTRATES AND INHIBITORS

1. Substrate Reduction

Nitrogenase is a relatively promiscuous enzyme, and a wide range
of neutral and anionic substrates containing NN, NO, NC or CC
(122–124) and more recently (125, 126) CO and CS triple or double
bonds have been identified (Table II). Hydrazine is the only single-
bonded substrate known. All products require the enzyme to supply
multiples of two electrons with two protons. Reactions requiring be-
tween 2 and 14 electrons have been described. Some substrates give
multiple products, and at high electron flux (which can be generated
by increasing the ratio of Fe protein to MoFe protein) products requir-
ing larger numbers of electrons are favored. For example, high elec-
tron flux favors N2 reduction over H2 evolution with up to a maximum
of 75% of the electrons going to form ammonia. Mainly the six-elec-
tron products, methane and ammonia, are produced from HCN, but
some two- and four-electron products can be observed. This variation
in the product distribution with electron flux implies that any site-
directed mutagenesis of either protein that changes the rate of elec-
tron transfer is likely to change the product specificity of the mutant.
It is important to note this and not to interpret such results as di-
rectly affecting the enzyme’s active site.

Early data on the substrate and inhibitor reactions of nitrogenase
were interpreted in terms of five binding sites, with competitive, non-
competitive, unclassified, and negative inhibition being observed
(127). This apparent complexity can be readily rationalized in terms
of the Lowe–Thorneley scheme (Fig. 9) by assuming that different
substrates bind at different oxidation states of the same site.
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TABLE II

REACTIONS CATALYZED BY NITROGENASESa

N2 � 8H�
� 8e 2NH3 � H2

(N2 � 12H�
� 12e     2NH3 � 3H2)

C2H2 � 2H�
� 2e   C2H4

(C2H2 � 4H�
� 4e    C2H6)

2H�
� 2e      H2

HCN � 6H�
� 6e  CH4 � NH3

HCN � 4H�
� 4e  CH3 � NH2

HN3 � 6H�
� 6e  N2H4 � NH3

N3 � 3H�
� 2e                 N2 � NH3

N2O � 2H�
� 2e N2O � H2O

NO2 � 7H�
� 6e    NH3 � 2H2O

COS � 2H�
� 2e   CO  H2S

CO2 � 2H�
� 2e   CO � H2O

C

CH CH

H23

C

N N

H2

C

N N

H2

� 6H�
� 6e

� 6H�
� 6e

� 8H�
� 8e

C

CH2 CH2

H2

� 2H3CHC CH2

CH4 � 2NH3

CH3NH2 � NH3

�

�

a Parentheses indicate reactions catalyzed by the alternative nitrogenases. Data
taken from reviews (13, 123, 124) and Ref. (125).

The pH dependence of nitrogenase activity has been interpreted in
terms of a group with a pKa � 6.3 that must be deprotonated for
activity and another group with a pKa � 9 that must be protonated
for activity (128). The pKa of the latter group was moved about 0.5
pH units more acid in the presence of acetylene and carbon monoxide
and the group with the pK� of 6.3 was moved about 0.4 pH units more
acid by acetylene. The behavior of the group with the pKa of 9 is fully
consistent with earlier observations (50) on the effect of acetylene on
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the pH dependence of the form of the EPR signal from the isolated
MoFe protein (see Section III,C,1). The authors (128) proposed that
these pK values are associated with amino acid residues close to the
active site.

In the presence of the product ethylene during turnover the MoFe
protein exhibits an EPR signal, with g values at 2.12, 1.998, and
1.987 (129), which has been demonstrated to arise from FeMoco in an
S � �� spin state (130). However, direct interaction of the ethylene
with the metal–sulfur cluster was not demonstrated.

CO is a potent, noncompetitive inhibitor of N2 reduction but is not
reduced itself. Under turnover conditions, two distinct EPR signals
can be observed from the enzyme under CO. At low partial pressures
of CO a signal with g values of 2.09, 1.97, and 1.93 is seen and is
replaced under higher CO partial pressure by a signal with g values
of 2.17, 2.06, and 2.06 (129, 131, 132). Neither of these signals shows
broadening in the presence of 13CO, but ENDOR spectroscopy detected
signals in the presence of 13CO and not 12CO (133). 57Fe ENDOR spec-
troscopy showed that these EPR signals arose from the FeMoco center
(134). The 13C ENDOR data were interpreted (133, 135) in terms of
the low CO signal arising from FeMoco with a single CO bound and
the high CO signal from FeMoco with a second CO molecule bound.
It was suggested that under high CO the two CO molecules were ter-
minally ligated to FeMoco, but that the single CO, bound under low
CO, might possibly bridge two iron atoms of FeMoco.

A new technique of stopped-flow Fourier transform infrared spec-
troscopy (SF FTIR) has been applied to nitrogenase (136). This tech-
nique has the potential to monitor vibrations associated with bound
small molecules directly. During turnover under high CO conditions,
three time-dependent infrared bands were observed: a relatively in-
tense band at 1935.6 cm�1 and two smaller bands at 1958 and 1906
cm�1. These bands were all confirmed as arising from CO by isotopic
substitution with 13CO. The time-dependent behavior of the bands
was very different. The intensity of the 1906 cm�1 band rose rapidly,
peaked at about 7 or 8 s, and then decayed rapidly, whereas the peak
at 1935.6 cm�1 peaked at 55 s, and that at 1958 cm�1 at 100 s. These
latter two both decreased slowly with time. Under low CO conditions
a single band at 1904 cm�1 was observed that exhibited the same
time-dependent behavior as the high CO 1906 cm�1 band. An analysis
of carbonyl complexes (137) reported that complexes with bridging
CO have carbonyl stretching frequencies between 1785 and 1898 cm�1

and those with terminally bound carbonyl residues have stretching
frequencies between 1718 and 2128 cm�1. On this basis, the peak at
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1904 cm�1 is probably from a terminally bound CO, but it is also at
the margin of the bridging CO range.

Certainly, all three of the bands observed with SF-FTIR must arise
from different species, since they appear and disappear with different
time courses. The peak at 1904 cm�1 probably corresponds with that
observed by ENDOR under low CO conditions, but the relationship of
the other two bands to those observed under high CO is not clear,
since the ENDOR technique will only detect CO molecules bound to
paramagnetic species, whereas FTIR should detect all species. The
SF-FTIR technique has the potential to observe the binding and re-
duction of a wide range of nitrogenase substrates, provided that the
appropriate spectroscopic range can be accessed. This will be techni-
cally difficult, but well worth the effort.

2. Where Do Substrates Bind on FeMoco?

a. Evidence from Site-Directed Mutants FeMoco is bound to the
protein only by Cys 275 to the terminal tetrahedral iron and by His
442 to the molybdenum atom (Fig. 4). However, it is clear that the
polypeptide environment of FeMoco is important for its activity. For
example, extraction of FeMoco from the protein yields an intact
metal–sulfur cluster with bound homocitrate, but which is inactive in
substrate reduction. Furthermore, mutating a number of amino acids
in the environment of FeMoco has radical effects on substrate reduc-
tion activity. Figure 11 shows FeMoco and its immediate amino acid
neighbors. Mutation of Arg 96 to Gln generates a strain that grows
slowly diazotrophically, but mutation of Arg 359 to Gln or Phe 381 to
Arg results in strains that cannot grow on N2 (138). Phe 381 is close
to the bridging sulfurs in FeMoco. Arg 277 is close to Cys 275, a li-
gand to FeMoco, and plays an important part in FeMoco activity
(139). Mutating it to His yields a mutant that does not reduce N2 but
does reduce acetylene, cyanide, azide, and protons. The activity of this
Arg227His mutant MoFe protein under nonsaturating CO was inter-
preted in terms of there being two acetylene reduction sites. Further-
more, CO inhibition was different from cyanide inhibition of acetylene
reduction. These results imply that there are multiple binding and
reducing sites on FeMoco. Mutation of Gln 191 to Lys yields a mutant
that is unable to reduce N2 but can reduce aetylene to ethylene and
also to ethane (140, 141). In addition, CO inhibits H2 evolution with
this mutant.

Probably the most interesting mutant discovered thus far is
His195Gln (140). Mutating His 195 to other amino acids yields a phe-
notype much like the Gln191Lys mutation; however, mutation to Gln
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FIG. 11. FeMoco, its ligands, and some surrounding amino acids, mutagenesis of
which causes changes in substrate specificity.

yields a fascinating phenotype where N2 is not reduced but can inhibit
acetylene and proton reduction (142). This must mean that the N2 can
bind but is not reduced. The three-dimensional structure of the MoFe
protein indicates that there is likely to be a hydrogen bond from the
nitrogen of His 195 to a bridging sulfur. Substitution by Gln could
probably retain this hydrogen bond, but other substitutions would
not. These data indicate that this hydrogen bond is important for N2

binding and probably for the positioning of FeMoco to make it accessi-
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ble to substrates and particularly N2 . The authors postulate that the
hydrogen bond stabilizes an early intermediate in N2 reduction.

b. Theoretical Predictions Since publication of the structure of
FeMoco, there has been a wide range of theoretical calculations at-
tempting to predict the mode of N2 binding and the mechanism of its
reduction. These calculations have focused solely on the central iron
sites in FeMoco. There are reasonable arguments to support this bias:
First, the common factor between all three nitrogenase cofactors is
that they contain iron; second, the molybdenum atom in FeMoco is
apparently coordinatively saturated; and third, the central iron atoms
within FeMoco are apparently coordinatively unsaturated. However,
this reasoning ignores two important factors. First, there is now a
huge literature on the feasibility of binding N2 and reducing it at the
molybdenum site, and it is well known that the molybdenum can be-
come seven or eight coordinate so that the apparent coordinate satu-
ration of molybdenum in FeMoco need not rule out molybdenum as
the site of N2 binding (15, 105). A second, more telling argument
arises from model studies, which have revealed that reduction and
protonation of molybdenum sites with carboxyl ligands can lead to
dissociation of the carboxyl groups to yield a site where N2 can com-
bine followed by H2 evolution (143). This would accord precisely with
the stoichiometry observed for N2 reduction and H2 evolution by nitro-
genase and would rationalize the need for the puzzling homocitrate
ligand on the molybdenum atom. Under this model the carboxyl group
of the homocitrate would dissociate from the molybdenum atom, leav-
ing it still tethered by its hydroxyl group. N2 reduction chemistry
could then take place at the molybdenum site in a manner similar to
that established with model complexes.

However, theoretical studies have thus far mainly ignored this pos-
sibility and focused on the apparently unsaturated iron atoms at the
center of the cofactor. A range of theoretical methods has been used.
Extended Hückel calculations (144) favor binding of N2 in an end-on
fashion with one N atom bound to four Fe atoms on one of the central
faces of FeMoco. These calculations also indicate that there is exten-
sive metal–metal bonding within the cluster and that the highest oc-
cupied molecular orbital (HOMO) is a singly occupied orbital in the
approximate center of a block of iron 3d orbitals. Three-electron re-
duction of the cluster to generate a state that will bind N2 did not
dramatically affect the electron density at N2, since the three elec-
trons go into the block of 3d orbitals, which has little effect on N2

binding.
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Ab initio density functional calculations (145, 146) also predict ex-
tensive metal–metal bonding within the cluster, but favor side-on
binding of N2 to four Fe atoms on the face of the trigonal cavity. In
this model flexing of the cofactor cluster is brought into play to assist
in twisting and breaking the N–N bond. These calculations indicate
that the bridging sulfur atoms absorb redox changes.

Intermediate neglect of differential overlap (INDO) calculations
suggest that N2 binds within the cofactor between the trigonal iron
atoms (147, 148). Unfortunately, N2 is 0.5 Å too large to fit into the
cavity with FeMoco in its semireduced state, and so some expansion
of the cavity would be necessary before binding could occur. Proton-
ation of N2 would make this situation worse. EXAFS data (149) have
been interpreted in terms of one-electron reduction causing a decrease
in the volume of the cluster; however, more recent results from the
author and colleagues (150) detected no change in FeMoco dimensions
on reduction. In either case there is certainly no indication of expan-
sion of the cavity on reduction as would be required for N2 to bind
and be reduced.

Semiempirical complete neglect of differential overlap (CNDO) cal-
culations indicate that N2 can bind within the cavity, but with one
nitrogen atom at the center and one on the outside, that is, the N2

would bind end-on to the cluster (151). CNDO and INDO calculations
suggest that the bridging sulfur atoms would act as proton carriers.
Later INDO calculations (148) suggest a model with one N atom
bound by the iron atoms while the other is close to the three bridging
sulfur atoms, which could each denote a proton. This would then re-
sult in cleavage of the N–N bond and the release of NH3, followed by
similar protonation of the remaining nitrido species. This mechanism
is very similar to that which has been developed on molybdenum
phosphine complexes (15, 105), the only difference being the nature of
the site that binds the terminal N. A further indication from these
studies was that electron addition could lead to changes in molybde-
num coordination, yielding a site at which N2 could bind. This sugges-
tion is fully in concert with the experimental observations on molyb-
denum carboxyl complexes (143) discussed previously.

c. Reactions of Isolated FeMoco The Lowe–Thorneley scheme pre-
dicts that FeMoco must be reduced by at least two electrons from its
dithionite-reduced state before it can reduce any of its substrates.
When extracted from the MoFe protein into NMF, FeMoco exhibits
the S � �� signal, although broadened relative to the signal in the
protein, consistent with it being in the normal dithionite-reduced
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state (33). FeMoco can be oxidized and also possibly reduced electro-
chemically by one electron from this state (152), but substrate reduc-
tion by this one-electron reduced state has not been established.

There are reports (reviewed in Ref. (33)) of acetylene reduction by
FeMoco using very powerful reductants such as sodium borohydride
or sodium amalgam. Unfortunately, in most of these experiments the
integrity of FeMoco after reaction was not established, and thus the
reaction could have been carried out by fragments of FeMoco. Reduc-
tion of acetylene bound to a metal site by powerful reductants is well
established.

There have been numerous investigations of the binding of ligands
to FeMoco. As isolated, FeMoco lacks the amino-acid ligands teth-
ering it to the protein; therefore, there are vacant coordination sites
on these two atoms that can be taken up by other ligands. FTIR spec-
troscopy indicated that the NMF anion is bonded to extracted
FeMoco through the nitrogen atom (153). Reaction with thiols can be
monitored through a sharpening of the EPR signal to more closely
resemble that of the cofactor in the protein. Careful titration reveals
that one molecule of thiol binds to each molecule of FeMoco (154). If
the thiol is replaced by selenol, then once again one selenol binds per
FeMoco and iron and selenium EXAFS spectroscopy of the resultant
complex reveals that the selenium binds to iron (155, 156). By infer-
ence, the thiols must also bind to iron, almost certainly to the termi-
nal tetrahedral iron atom. The histidine analog imidazolate also binds
to FeMoco and sharpens the EPR spectrum (157). Presumably, in this
case it binds to the molybdenum atom, although this has not been
confirmed.

Of the reducible substrates of nitrogenase, the binding of cyanide
has the most dramatic effect on FeMoco, resulting in a considerable
sharpening of the EPR spectrum (158). Titrations reveal that more
than one cyanide ion seems to bind per FeMoco molecule. These data
are puzzling because Job plots of the titrations indicate that 1.5 cya-
nide ions bind per molybdenum atom, and thus may imply that
FeMoco in solution is a dimer that binds three cyanide ions. Alterna-
tively, the fault could lie in the Job plot analysis, which assumes
equivalent binding constants for multiple ligands. If one cyanide ion
binds tightly and the other much more weakly, then the data may be
explicable. It seems clear that one of the cyanide ions binds at the
terminal tetrahedral iron atom in competition with thiol. This compe-
tition can be monitored using EPR spectroscopy, and at approxi-
mately equal concentrations thiol binding is favored. EXAFS studies
on FeMoco have identified cyanide binding to molybdenum (37),
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which therefore presumably provides the second cyanide binding
site.

EPR investigations are necessarily carried out in frozen solution at
low temperature. Room temperature binding of thiols to FeMoco has
been monitored by 19F NMR spectroscopy using p-CF3C6H4S� as the
reporter ligand. These experiments revealed that the binding of thio-
late is characterized by a dynamic equilibrium between the FeMoco
and thiolate (159) and that cyanide and methyl isocyanide can bind
to isolated FeMoco complexed with thiol (160).

A novel kinetic method has been developed to identify substrate
binding sites on isolated FeMoco (161). The principal reaction used in
this approach is the substitution, at the tetrahedral iron atom, of
bound NMF by thiol, causing an optical change that can be studied
by stopped-flow spectrophotometry. The rate of this reaction is inde-
pendent of the concentration of thiol, implying a mechanism involving
rate-limiting dissociation of NMF. If other molecules are bound to the
cluster, they will perturb the overall electron distribution, and this
will in turn affect the lability of the iron–NMF bond. The extent of
this labilization indicates where the ligand binds relative to the site
of thiol substitution. A ligand binding close to or at the tetrahedral
iron atom would cause a large perturbation, whereas a smaller per-
turbation would be expected from a ligand binding close to or at the
molybdenum atom.

Perturbations to the rate were observed with azide, t-butyl isocya-
nide, cyanide, imidazole, and protons, but not with acetylene or CO.
It was concluded that these last two molecules did not bind tightly to
isolated cofactor in the S � �� state. Consistent with the EPR and
EXAFS studies, cyanide was found to bind both at the tetrahedral
iron and at a site remote from it, probably the molybdenum atom.
Cyanide was the only ligand to bind at more than one site. Data ob-
tained with azide, t-butyl isocyanide, and imidazole were consistent
with these ligands binding at the molybdenum end of FeMoco. Inter-
estingly, when imidazole was the ligand, the acceleration was depen-
dent on the concentration of thiolate ligand. These data were inter-
preted as the thiolate acting not only as a nucleophile to FeMoco, but
also as a base that could deprotonate imidazole, with the rate of the
substitution reaction with thiolate being sensitive to the state of pro-
tonation of the coordinated imidazole.

Earlier studies (162) on synthetic iron–sulfur-based clusters
showed that protons bind to the bridging sulfur atoms and increase
the rate of substitution at the metal atoms. FeMoco exhibits similar
behavior, with protonation causing considerable acceleration in the
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rate of thiol substitution. This large acceleration suggested that the
protonation is at a bridging sulfur atom close to the tetrahedral iron
atom.

In an extension of this work, the reactivities of wild-type and NifV�

FeMoco have been compared (163). NifV� FeMoco from K. pneumoniae
nitrogenase has citrate rather than homocitrate bound to the molyb-
denum atom (78). No differences were observed between the reactivi-
ties of wild-type and NifV� FeMocos with thiol when they were com-
plexed with cyanide, azide, or protons. However, when imidazole was
bound, the kinetics of the reactions of thiol with the two cofactors
were very different. These data were interpreted in terms of (R)-ho-
mocitrate, but not citrate, hydrogen bonding to the imidazole ligand
on molybdenum, thus perturbing the electron distribution within the
cluster and hence its reactivity with thiol, that is, hydrogen bonding
of homocitrate to imidazole gives it imidazolate character.

However, when the X-ray crystal structure of the MoFe protein was
examined, it was clear that homocitrate could not directly hydrogen
bond to the histidine, since the carboxylate group and imidazole are
stacked parallel to each other in the crystal. Nevertheless, as noted
in the previous section, studies on model complexes have suggested
that homocitrate can become monodentate during nitrogenase turn-
over, with the molybdenum carboxylate bond breaking to open up a
vacant site at molybdenum suitable for binding N2 .

Using a molecular modeling approach it was established that mono-
dendate homocitrate was able to establish a hydrogen bond between
the carboxylate group of the CH2CH2COO� and the NH group of His
�442 without the imidazole group changing its orientation. In the
crystal structure the CH2CH2CO�

2 arm of homocitrate hydrogen bonds
to Ile �425. This bond would be broken by the rotation of homocitrate
necessary to hydrogen bond to the histidine. However, a new hydro-
gen bond can be formed to a side-chain nitrogen of the next protein
residue, Lys �426, which is conserved in all known nitrogenases. The
proposed rotation in homocitrate does not substantially perturb the
other hydrogen bond between the short CH2CO2 arm of the homoci-
trate and the side-chain nitrogen of Gln �191. Site-directed mutagen-
esis experiments (140) have established that Gln �191 is essential to
nitrogen fixation (Section V,E,2,a).

Forming a hydrogen bond between (R)-homocitrate and His 442
could effectively release electron density into the cluster. Studies on
structurally defined N2 complexes have shown that the binding of N2

to a metal site and its ability to be protonated are favored by electron-
rich sites. Thus, it is postulated that the electron-richness of the
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FeMoco could be affected by switching the hydrogen bonding of homo-
citrate, thus favoring N2 binding and reduction. This model explains
in a very attractive way the absolute requirement for (R)-homocitrate
for N2 reduction by the enzyme. When (R)-homocitrate is replaced
with citrate, the hydrogen bonding to the histidine cannot be
achieved, and thus the enzyme is a very poor nitrogen fixer.

d. Conclusions It is clear from the foregoing that there is as yet
no consensus on where N2 might bind to FeMoco during turnover. It
is of course possible that N2 can bind in one mode and during its
reduction rotate to form other interactions, and so there is the possi-
bility that everybody is right. There are many documented examples
of N2 binding to molybdenum and being activated for reduction, and
there are others where it binds to single iron atoms and can be re-
duced. Furthermore, there are examples of N2 bound between two
metals being reduced to ammonia, although the complexity of the
multicenter interactions suggested by some theoretical calculations
has not yet been observed with model complexes. It is clear that per-
turbations in the vicinity of one part of FeMoco are transmitted
throughout the cluster, and therefore site-directed mutagenesis ex-
periments must be interpreted with great care.

Spectroscopic developments such as stopped-flow FTIR may allow
direct observation of the binding and reduction of substrates during
turnover, and this may help to narrow down the possible pathways of
substrate reduction. However, the complexity of the interactions of
substrates with nitrogenase is such that it would probably be unwise
to extrapolate from the behavior of any other substrate to that of N2 .
Only direct observations of N2 binding and reduction will solve this
problem.

VI. The Alternative Nitrogenases

In 1980 Bishop and co-workers suggested that molybdenum may
not be essential for nitrogen fixation by the bacterium Azotobacter
vinelandii (164). This idea was not widely accepted at first, but was
established beyond question when the structural genes nifK, D and
H for molybdenum nitrogenase in Azotobacter were deleted and the
resulting deletion strains shown capable of fixing N2 in the absence of
molybdenum (165, 166). Subsequently, vanadium was shown to stim-
ulate diazotrophic growth of such strains, and later the existence of a
third nitrogenase system in A. vinelandii was demonstrated when it
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was grown under both molybdenum and vanadium limitations (167).
Molecular genetics studies have shown that molybdenum-indepen-
dent nitrogenases are quite widely distributed among diazotrophs,
but biochemical studies have been restricted to the vanadium nitroge-
nases from A. chroococum and A. vinelandii and the Fe nitrogenases
for A. vinelandii and Rhodobacter capsulatus.

A. BIOSYNTHESIS OF THE VANADIUM AND IRON-ONLY NITROGENASES

Figure 12 shows the nitrogen fixation genes detected in Azotobacter
vinelandii (168). This organism has genes responsible for three nitro-
genases: the molybdenum, vanadium, and Fe-only nitrogenases. The
proteins involved in these systems are encoded by respectively the
nif, vnf, and anf genes. As indicated in Fig. 12, some of the nif genes,
nifB, nifM, nifS, nifV, and nifU, are required for the biosynthesis of
all three nitrogenases (see Ref. (13) for a review). Nevertheless, each
enzyme has a separate activator gene, nifA, vnfA, and anfA, and sepa-
rate genes encoding the structural polypeptides. Expression of the vnf
and anf systems is inhibited by molybdenum, that is, in its presence
only the molybdenum nitrogenase is synthesized. In the absence of

FIG. 12. The nitrogen fixation genes of Azotobacter vinelandii. This organism has
three nitrogenase systems, viz nif, vnf, and anf, which it uses for fixing N2 under differ-
ent environmental conditions. The boxes with slanted hatching indicate the structural
genes of the three systems, those colored dark gray are required for all three systems,
and those with vertical hatching are required for both the vnf and anf systems.
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molybdenum but the presence of vanadium, expression of the vnf sys-
tem is activated, and in the absence of both molybdenum and vana-
dium, the anf system is activated. In addition to the specific struc-
tural genes vnfH, D, G, and K and the activator gene vnfA, the vnf
system also contains specific homologs of the EN genes, vnfEN. As
noted in Section IV,C,1,c, nifE and N are thought to encode a scaffold
protein on which FeMoco is biosynthesized. It therefore seems proba-
ble that vnfEN encode a similar scaffold protein for FeVaco. Since
nifB is also required for the vanadium system, it seems probable that
NifBco binds to VnfN2E2 in the biosynthesis of FeVaco and that at
some juncture homocitrate biosynthesized by NifV is also incorpo-
rated.

NifM is required for maturation of VnfH, and NifS and U seem to
be important for provision of sulfide and probably iron for the biosyn-
thesis of the vanadium nitrogenase. The ‘‘apo VFe protein’’ has been
isolated from an A. vinelandii strain deleted for nifKD and nifB (169).
It was an �2�2�2 hexamer that could be activated in vitro by the addi-
tion of FeVaco to form a fully active protein. Under some conditions
the � subunit could be dissociated from the ‘‘apo VFe protein,’’ and
the protein resulting from the combination of the latter with FeVaco
was inactive but could be reactivated by addition of the � subunit.
When the ‘‘apo VFe protein’’ was activated with FeMoco, a hybrid
enzyme was produced that was unable to reduce N2 but could reduce
acetylene. Unusually, this latter activity was insensitive to CO inhibi-
tion. In later in vitro experiments it was demonstrated that FeVaco
associates with the dimer of the � subunit to form a complex that is
necessary for the activation of ‘‘apo VFe protein’’ (170).

As indicated in Fig. 12, the nifB, nifV, nifS, nifU, and nifM genes
are all required for maturation of the iron-only nitrogenase. The Fe
protein of iron nitrogenase is very similar in sequence and properties
to the Fe protein of the molybdenum and vanadium nitrogenases. In
addition to the nif genes, the vnf E and N genes are required for
biosynthesis of the iron nitrogenase, implying that VnfN2E2 can act
as a scaffold for the biosynthesis of FeFeco as well as FeVaco.

B. VANADIUM NITROGENASE

1. Structure

The vnfH genes of A. vinelandii, A. chroococum, and Anabaena var-
iabilis have been sequenced and show approximately 90% identity
with nifH. In particular, the five conserved cysteine residues of NifH,
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two of which bind to the iron sulfur cluster are retained. Not surpris-
ingly, the Fe proteins of vanadium-nitrogenase of A. vinelandii and A.
chroococum, when purified, have the physical and chemical properties
characteristic of molybdenum nitrogenase Fe proteins. The proteins
are dimeric with Mr 
 63 kDa and one Fe4S4 cluster per dimer. The
dithionite-reduced proteins exhibit EPR spectra with g values charac-
teristic of an [Fe4S4]1� cluster in a spin mixture of S � �� and �� states.
MgATP binding induces a conformational change in the protein, mak-
ing the [Fe4S4] cluster more accessible to reaction with bipyridyl and
changing the rhombicity of the EPR signal. The redox potentials of
the [Fe4S4] clusters are very similar to those of the Fe proteins from
molybdenum nitrogenases. The vnfD and K genes that encode the �
and � subunits of the VFe protein show clear homology with the nifD
and K genes encoding the � and � subunits of the MoFe protein. The
encoded proteins of the vanadium nitrogenase have the amino acid
residues necessary for binding the cofactor and the P clusters. How-
ever, the amino acid sequence around His �442 is different and char-
acterizes the type of nitrogenase (see Ref. (13) for discussion). The
VFe proteins have an additional small polypeptide encoded by vnfG.
This third (�) subunit is essential for function (171) and in the VFe
protein (Aclv), isolated from A. chroococcum, is present in a 1 : 1 : 1
stoichiometry with the other subunits (172). However, the stoichiome-
try of the � and � subunits of the VFe protein from A. vinelandii (Avlv)
has been shown to be variable, species with subunit compositions of
��2 and �2�2 being isolated (173). The � subunit was present, but its
stoichiometry with the � and � subunits was not established.

The metal and acid labile sulfur contents of these proteins was
somewhat lower than expected by comparison with the MoFe pro-
teins. Ac1v contained 2 � 0.3 vanadium atoms, 21 � 1 iron atoms,
and 19 � 0.2 acid-labile sulfur atoms per �2�2�2 hexamer (172). The
�2�2(�) form of Av1v was reported to contain 1.4 � 0.2 vanadium
atoms, 21.4 iron atoms, and 24 acid-labile sulfur ions per molecule,
and the ��2 form had lower levels of metal and sulfur (173).

Mössbauer spectroscopy of Av1v clearly demonstrated the presence
of P clusters (174). The EPR spectra of dithionite-reduced VFe pro-
teins are complex, indicating the presence of several paramagnetic
species. Av1v exhibits broad EPR signals, with g values of 5.8 and
5.4 integrating to 0.9 spins per V atom, which have been assigned to
transitions from the ground and first excited state of a spin S � ��

system (175). EPR data for Ac1v are more complex, with g values at
5.6, 4.3, and 3.77 that appear to arise from a mixture of S � �� species
(176). The signals were associated with a midpoint potential of
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�125 mV and have been assigned to a FeVaco center analogous to
FeMoco, but with EPR signals some tenfold lower in intensity (176).
The presence of a FeVaco center was demonstrated by its extraction
and combination with the polypeptides of the MoFe protein from a nifB
mutant, that is, lacking FeMoco (177) to form an active hybrid protein.

Both the EPR and Mossbäuer spectra of Av1v are consistent with
the dithionite-reduced P clusters being oxidized by one electron rela-
tive to these in the MoFe proteins. EPR signals with g values near
6.67 and 5.3 were assigned to these clusters. These signals do not
disappear with normal reductants, but are reduced by enzymic reduc-
tion with the iron protein and MgATP (174). Oxidative titration of
enzymically reduced Av1v leads first to the increase of the intensity of
the signals at 6.67 and 4.3 as the signals from FeVaco (g values 5.71
and 5.42) lose 50% of their intensity (178). Further oxidation results
in the decrease in intensity of all of these signals and the concomitant
appearance of a signal at g � 11.9 in the parallel mode, which was
assigned to two-electron oxidized P clusters. The MCD spectroscopy
of Av1v is very similar to that of Av1 and is consistent with both
FeVaco and P clusters being present (179).

The X-ray absorption spectra of Ac1v (180) and Av1v (181) at the
vanadium K-edge indicate an oxidation level of VII or VIV in a distorted
octahedral coordination. The EXAFS region was simulated with a
three-component fit with Fe, S, and O or N as nearest-neighbor atoms
to the vanadium atom. This is very similar to the analysis of the
EXAFS data on Mo in the FeMoco center, except for a longer (2.75 Å)
V–Fe distance compared with the Mo–Fe distance. We now know the
structure of FeMoco, and since homocitrate is a probable component
of FeVaco (see Section VI,A) and His 442 is conserved in the se-
quences of the VFe proteins, we can assign the light atoms in the
environment of the vanadium atom to the carboxyl and hydroxyl
groups of homocitrate and an N atom of the imidazole ring of His 442.

The iron K-edge EXAFS measurements on Av1v (182) and the ex-
tracted FeVaco from Ac1v (183) show Fe–S and Fe–Fe interactions at
2.32 and 2.64 Å, with a longer Fe–Fe distance of 3.7 Å very similar
again to the EXAFS data on FeMoco. These data emphasize the struc-
tural similarities between the cofactor centers of the MoFe and VFe
proteins.

As noted previously, FeVaco can be extracted from Ac1v by the
methods used to extract FeMoco from MoFe proteins (177). When
FeVaco was combined with the polypeptides of the MoFe proteins
from a nifB mutant, an active hybrid protein was created. However,
although this protein had the H2 evolution and acetylene reduction
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properties of the VFe protein, even including the production of some
ethane from acetylene, N2 was not reduced by the hybrid protein ei-
ther to NH3 or to N2H4 . This observation was the first to demonstrate
that specific interactions with amino acids in the vicinity of the cofac-
tor are required for the reduction of N2 .

2. Vanadium Nitrogenase Activity

The requirements for vanadium nitrogenase activity are very simi-
lar to those of the molybdenum nitrogenase, that is, both the Fe pro-
tein and the VFe protein are essential and MgATP is required, as is
a low-potential reductant, normally dithionite, and the absence of ox-
ygen. Pre-steady-state reaction kinetic studies of vanadium nitroge-
nase are few, and only the first two steps of the Fe protein cycle (Fig.
8) have been examined (184) that is, the binding of MgATP to the Fe
protein and the subsequent electron transfer from Ac2v to Ac1v. The
MgATP concentration dependence (Kd � 230 � 10 �M) and competi-
tive inhibition by MgADP (KMgADP

i � 30 � 5 �M) were very similar to
those of molybdenum nitrogenase. However, the rate of electron
transfer within the Ac2v–Ac1v complex, with k � 46 s�1, was signifi-
cantly slower than the equivalent rate for the molybdenum enzyme of
k � 220 s�1.

Substrate reduction by vanadium nitrogenase has not been investi-
gated as extensively as has molybdenum nitrogenase, but there are
clear differences. Acetylene is a poor substrate and N2 does not com-
pete as effectively with protons for the electrons available during
turnover. Therefore, high rates of H2 evolution are observed in the
presence of these substrates. Furthermore, acetylene is reduced to
both ethylene and a minor product, ethane (172). Equation (2) sum-
marizes the most efficient N2 reduction data yet observed for vana-
dium nitrogenase.

N2 � 12e � 12H� � 2NH3 � 3H2 (2)

This apparent low efficiency for reducing N2 was observed under con-
ditions of saturating N2 and is not due to restrictions in electron
transfer rate. Furthermore, the low efficiency is mirrored in bacterial
cultures at 30�C (185).

In contrast with the molybdenum enzyme, hydrazine (N2H4) is a
minor product from the reduction of N2 by vanadium nitrogenase
(186). The production of N2H4 increases with increasing temperature
up to 50�C, at which temperature the ability of vanadium nitrogenase
to produce to NH3 ceases, although the production of N2H4 increases
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threefold between 40 and 50�C. This observation has been interpreted
as arising from a conformational change at the higher temperature
rendering Ac1v incapable of reducing N2 to NH3 . It was suggested
(186) that this conformation decreased interactions between FeVaco
and amino acid residues in its environment that were essential for
the final protonation step. If the temperature of the assay is dropped
below 30�C toward 5�, then the specific activity for N2 reduction of
molybdenum nitrogenase decreases tenfold more than that of vana-
dium nitrogenase (187). This behavior is associated with Ac2v and can
be observed in cultures of the organism. Furthermore, at lower tem-
peratures, molybdenum no longer represses the expression of the
genes encoding vanadium nitrogenase (188). This observation has led
to the suggestion that the vanadium nitrogenase may be essential for
the growth of the organism at lower temperatures.

As noted earlier, acetylene is reduced by vanadium nitrogenase to
both ethylene and ethane. The mechanism by which ethane is formed
is not clear, but is apparently not dependent on release and then rere-
duction of ethylene. The reduction of acetylene to form ethane by cul-
tures of microorganisms grown under conditions of molybdenum defi-
ciency is presumptive evidence for the existence of a functioning
molybdenum-independent nitrogenase and has been used to identify
a vanadium nitrogenase in Anabaena variabilis (189). However, as
noted in Section V,E,2,a, site-directed mutagenesis of amino acids of
the MoFe protein close to FeMoco can result in significant levels of
ethane being formed from acetylene. Furthermore, very small
amounts are formed by the wild-type molybdenum enzyme when as-
sayed at 50�C (186). Inhibition of vanadium nitrogenase substrate re-
duction by CO is complex (190). Under conditions of high electron flux
CO inhibits acetylene reduction by vanadium nitrogenase less
strongly than it does molybdenum nitrogenase. However, at low par-
tial pressures of CO and lower electron flux, the rate of ethylene for-
mation from acetylene reduction was doubled. Furthermore, ethane
formation from acetylene was enhanced at low CO levels under both
high and low electron flux. There is as yet no explanation of these
phenomena.

C. IRON-ONLY NITROGENASE

Although, as indicated in Fig. 12, there is clear genetic evidence for
a third nitrogenase in Azotobacter vinelandii, the initial preparations
of this enzyme had low activity and contained small quantities of
molybdenum as well as iron, and thus the activity might have been
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associated with the molybdenum content (reviewed in (13)). More re-
cently, an improved rapid purification of the FeFe protein has been
reported that has activities approaching those of the VFe proteins
(191). This protein was isolated from 
nifHDK, mod B double mutant,
defective in molybdenum uptake and unable to synthesize the MoFe
protein of Rhodobacter capsulatus. This FeFe protein had an �2�2	2

subunit structure of 268 kDa and was reported to contain about 20
iron atoms and only about 0.2 molybdenum atoms per mol. The re-
duced FeFe protein exhibited an EPR spectrum with g values of 4.3,
2.05, and 1.93. The weak 4.3 signal was assigned to adventitious fer-
ric iron contamination and the other signals to an S � �� spin system
similar to that observed in some preparations of VFe proteins. The
most recent preparations of FeFe protein from R. capsulatus are re-
ported to contain 26 � 4 Fe atoms per mol of 95% pure protein (192).

Substrate reduction by the iron nitrogenase is very similar to that
observed with vanadium nitrogenases. Acetylene is a relatively poor
substrate, and N2 reduction is accompanied by considerable H2 evolu-
tion. Acetylene reduction leads to the production of some ethane as
well as ethylene. Beyond this, little has been investigated. Under op-
timal conditions for N2 reduction, the ratio of N2 reduced to H2 pro-
duced was 1 : 7.5 compared with 1 : 1 for molybdenum nitrogenase
(192).

An Fe-only nitrogenase has also been isolated from a nifH mutant
of Rhodospirillum rubrum and was characterized as an �2�2�2 hex-
amer containing only iron, no molybdenum or vanadium, with an
�2Fe4S4-containing Fe protein. A factor could be extracted from the
FeFe protein into NMF that combined with ‘‘apo-MoFe protein’’ to
form an active enzyme (193).

A preparation of the third nitrogenase from A. vinelandii, isolated
from a molybdenum-tolerant strain but lacking the structural genes
for the molybdenum and vanadium nitrogenases, was discovered to
contain FeMoco (194). The � subunit encoded by anfG was identified
in this preparation, which contained 24 Fe atoms and 1 Mo atom per
mol. EPR spectroscopy and extraction of the cofactor identified it as
FeMoco. The hybrid enzyme could reduce N2 to ammonia and reduced
acetylene to ethylene and ethane. The rate of formation of ethane was
nonlinear and the ethane : ethylene ratio was strongly dependent on
the ratio of nitrogenase components.

These data confirm the sequence similarity of the three nitroge-
nases and indicate that cofactor exchange experiments are relatively
straightforward. However, the environment of the cofactor clearly af-
fects the substrate reduction activity, as observed with mutations in
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the environment of FeMoco in the molybdenum enzyme (Section
V,E,2,a).

D. NITROGENASE FROM Streptomyces Thermoautotrophicus

Streptomyces thermoautotrophicus UbT1 occurs naturally in the
covering soil of burning charcoal piles. The bacterium is characterized
by the utilization of gases as sources of energy. It is a free-living nitro-
gen-fixing organism and is able to fix N2 under aerobic chemolithoau-
totrophic and thermophilic conditions with CO or H2 � CO2 as growth
substrates. The N2 fixation reaction is reported (195) to be defined by
the equation

N2 � 8H� � 8e � 4–12 MgATP � 2NH3 � H2 � 4–12 MgADP � 4–12 Pi .

The reaction is coupled to the oxidation of CO by a molybdenum-con-
taining CO dehydrogenase that transfers the electrons derived from
CO oxidation to O2 , thereby producing superoxide anion radicals. A
manganese-containing superoxide oxidoreductase reoxidizes the su-
peroxide anions to O2 and transfers the electrons to a molybdenum-,
iron-, and sulfur-containing nitrogenase for the reduction of N2 to am-
monia. Thus, this nitrogenase is reported to be dependent on O2 and
superoxide. All of its components are apparently insensitive to O2 and
hydrogen peroxide. It is unable to reduce acetylene or ethylene and
has a relatively low MgATP requirement.

The enzyme is described as consisting of two proteins ST1 and ST2.
ST1 is a trimer of 93, 33, and 18 kDa subunits with a total molecular
mass of 144 kDa containing one molybdenum, 13.8–21.7 iron, and
8.5–15 acid-labile sulfide atoms per mol. The authors reported a mod-
erate sequence similarity between the N-terminal sequences of the
ST1 large subunit (93 kDa) and the Kpl �-subunit and between the
ST1 medium subunit (33 kDa) and the Kp1 �-subunit. The visible
spectra of oxidized and reduced ST1 protein are reported to be similar
to those of Kp1. The ST2 protein was a dimeric protein of 24 kDa
subunits, pale yellowish green in color and containing substoichio-
metric amounts of manganese and zinc. ST1, ST2, MgATP, N2 , and
dithionite were required for activity, but MgADP was apparently not
an inhibitor. Formation of ammonium from N2 was linear with time
for at least 2.5 h at the assay temperature of 65�C. The activities of
the proteins were very low, purified ST1 being reported as having a
specific activity of 139 nmol of NH�

4 produced/mg protein/h and ST2 a
specific activity of 233 nmol NH�

4 produced/mg protein/h. The authors
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concluded that ST2 was a superoxide oxidoreductase. Clearly this as-
tonishing enzyme requires further investigation.

VII. Conclusions and Outlook

The solutions of the structures of the Fe protein, the MoFe proteins,
and the putative transition-state complex of these two proteins with
ADP and AlF4� represent major advances in our understanding of ni-
trogenase, but still many questions remain.

It is becoming clear that the MgATP hydrolysis is not required to
induce protein–protein electron transfer, but its role in nitrogenase
function is still undefined. The most likely hypothesis at the moment
is that its hydrolysis, on the Fe protein, induces important changes
in the MoFe protein, presumably by altering the conformation of the
enzyme complex. Nevertheless, the nature of the changes in the MoFe
protein remain obscure.

Some aspects of the Lowe–Thorneley mechanism for nitrogenase
action, which has served us well over the past 15 years, are being
called into question. In particular, the necessity for protein–protein
dissociation after each electron transfer, the rate-determining step
with dithionite as reductant, is being questioned when the natural
electron donor flavodoxin or other artificial systems are used. Some
aspects of the mechanism should be reinvestigated.

There is no consensus on where substrates bind on FeMoco or how
they are reduced. A great deal of data with the enzyme and model
complexes is available, and theoretical approaches are generating
fresh insights but are unlikely to be definitive. New spectroscopic ap-
proaches and work with isolated FeMoco may provide additional in-
sights, but perhaps more could be done by more detailed comparisons
with the alternative nitrogenases. The new nitrogenase from Strepto-
myces is a great surprise and could, if confirmed, revolutionize our
ideas about biological nitrogen fixation.

A great deal has been learned about the biosynthesis of nitroge-
nases, but at the moment the process is understood only in broad
outline. The detailed roles of the individual gene products require
much further investigation, which may once more indicate fresh ap-
proaches to some of the problems identified herein. In particular, if
the biosynthetic steps can be emulated chemically, then it may be
possible to synthesize FeMoco in large quantities in order to allow its
detailed analysis at the atomic level.

The first active preparations of nitrogenase were isolated in 1966.
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We have learned a great deal in the 30 years since then, but it seems
clear that many more years of research will be required before we
fully understand this fascinating and important enzyme.
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I. Introduction

Iron–sulfur (Fe–S) clusters are found throughout nature. They usu-
ally function in electron transfer reactions and are found in small
molecules such as the ferredoxins and in redox enzymes where they
shuttle electrons to or from the active site. They contain iron and
inorganic sulfur atoms and are bound to the protein, through the Fe
atoms, primarily by the sulfur atoms of cysteine residues, but occa-
sionally by histidine nitrogen or by aspartate oxygen atoms. Four ba-
sic Fe–S clusters can be distinguished. The simplest Fe–S cluster con-
tains one Fe atom ligated by four cysteine sulfurs, although this is
not a true Fe–S cluster because it lacks inorganic sulfur. The re-
maining three types of clusters contain two ([2Fe–2S]), three ([3Fe–
4S]), and four ([4Fe–4S]) iron atoms, respectively. The valency of the
iron atoms in a cluster is either 2� or 3� and because of the tetrahe-
dral coordination, Fe is always high-spin (S � �� or S � 2). However,
the J-coupling within a cluster is such that the observed overall spin
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TABLE I

HIGH-SPIN Fe–S EPR ENZYMES

Enzyme Reaction Ref.

Nitrogenase MoFe protein N2 � 8H� � 8e� � 2NH3 � H2 46
[Fe-only] hydrogenase 2H� � 2e� � H2 9
Dissimilatory sulfite reductase SO2�

3 � 6H� � 6e� � S2� � 3H2O 47
48
49

CO dehydrogenase CO2 � 2H� � 2e� � CO � H2O 18
24

Fepr protein Not known 11

of the cluster is the lowest possible combination of the magnetic states
of the individual Fe atoms (i.e., S � 0 or S � ��).

Biological Fe–S clusters usually act as single-electron transferring
units, despite the fact that all true Fe–S clusters contain more than
one Fe, each of which can formally exist in two redox states. Thus, a
cluster containing n Fe atoms would be expected to possess n � 1
valency states. However, only two of these states are actually ob-
served in vitro. Nevertheless, [4Fe–4S] clusters have been shown to
occur in three valency states: 1�, 2�, and 3� (biological chemists
normally ignore the valency of the ligands when designating the over-
all valency of the cluster), but within one particular protein only two
of the three possible redox states for a [4Fe–4S] are observed. How-
ever, there has been growing evidence that this general picture no
longer holds. First, it has become clear that the biological role of Fe–S
clusters is not limited to electron transfer. Functions such as acid
base catalysis (1) and gene regulation (2, 3) have been widely ac-
knowledged. Secondly, an increasing number of proteins, including
the Fepr protein, have been shown to exhibit very high-spin EPR sig-
nals (Table I). All but one of the enzymes listed in Table I catalyze an
oxidation/reduction reaction involving the transfer of a pair of elec-
trons, or a multiple thereof; the sole exception is the Fepr protein for
which, to date, no physiological function is known. The anomalous
magnetic properties, resulting in high-spin EPR signals, could not be
explained by invoking the presence of one of the ‘‘basic’’ Fe–S clusters,
and it was proposed that they arose from novel Fe–S clusters, possi-
bly containing more than four Fe atoms. The rationale behind this
hypothesis was that larger clusters (i.e., those with more than four
Fe atoms) may be better equipped for multielectron redox reactions,
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viz. the transfer of two or more electrons (the reader is reminded of
the fact that all ‘‘common’’ Fe–S clusters, that is, those containing
two, three, or four Fe atoms, can occur in two redox states only in
vitro).

The elucidation of the crystal structures of two high-spin EPR pro-
teins has shown that the proposals for novel Fe–S clusters are not
without substance. Two, rather than one novel Fe–S cluster, were
shown to be present in nitrogenase, the key enzyme in the biotic fixa-
tion of molecular nitrogen (4, 5). Thus the FeMoco-cofactor comprises
two metal clusters of composition [4Fe–3S] and [1Mo–3Fe–3S]
bridged by three inorganic sulfur atoms, and this is some 14 Å distant
from the P-cluster, which is essentially two [4Fe–4S] cubane moieties
sharing a corner. The elucidation of the crystal structure of the Fepr
protein (6) provides the second example of a high-spin EPR protein
that contains yet another unprecedented Fe–S cluster.

This review presents an overview of the discovery of the Fepr pro-
tein, the spectroscopy that led to the suggestion that it contained a
[6Fe–6S] cluster, and the subsequent crystal structure analysis that
disproved this hypothesis, yet uncovered what is at a present a
unique Fe–S cluster in biology.

II. Historical Discovery of ‘‘Prismane’’ Protein (Now Termed Fepr)

A. INITIAL STUDIES

In 1989 in Wageningen, the Netherlands, W. R. Hagen and col-
leagues (7) occasionally noticed a contamination during the purifica-
tion of a hydrogenase from the sulfate-reducing bacterium Desulfo-
vibrio vulgaris (strain Hildenborough). The unknown protein appeared
to be a monomer with an approximate molecular mass of 50 kDa on
SDS-PAGE, and, when purified to homogeneity, was found to have a
brownish color. Chemical analysis revealed the presence of about six
Fe atoms. Much to the surprise of these workers, the dithionite-
reduced protein exhibited a most unusual EPR spectrum, a highly
rhombic, fast relaxing spectrum with g-values of 2.004, 1.819, and
1.32 that appeared to arise from an isolated Fe–S cluster with
S � �� ground state (Fig. 1).

Although this spectrum had never been observed for any Fe–S pro-
tein, it was reminiscent of, and indeed nearly identical to the EPR
spectrum of the synthetic model compound [Fe6S6(L)6]3� where L �
Cl�, Br�, I�, RS, or RO� (8). The spectrum of this synthetic cluster,
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FIG. 1. EPR spectrum of the dithionite-reduced Fepr protein from D. vulgaris [from
(7)]. The protein was 272 �mol dm�3 in 25 mmol dm�3 Hepes buffer, pH 7.5, and was
reduced under argon with 10 mmol dm�3 sodium dithionite for 3 min at ambient tem-
perature. EPR conditions: microwave frequency, 9331 � 3 MHz; modulation frequency,
100 kHz; modulation amplitude, 0.63 mT; microwave power, 200 mW; temperature
(relative gain) 16 K (6.3�).

with the shape of a prismane basket (Fig. 2), was recorded by Hagen,
who was the first person to record an EPR spectrum of a synthetic,
prismane-type [Fe6S6(L)6]3� cluster. When, 5 years later, he discovered
a similar EPR spectrum of a protein of unknown function, he immedi-
ately realized that they might have discovered the first example of a
biological [6Fe–6S] cluster.

A second unusual EPR spectrum was observed in the oxidized (as-
isolated) protein (Fig. 3). This spectrum, which was assigned to an
S � �� system, was not reminiscent of any Fe–S cluster. Indeed, with
g-values of 1.968, 1.953, and 1.903, it looked more like a molybdenum
or tungsten spectrum. However, chemical analysis ruled out the pos-
sibility that this EPR spectrum arose from Mo or W, and the spec-
trum was assigned to an Fe–S center instead. The spin concentration,
however, was substoichiometric and sample-dependent. Furthermore,
when the as-isolated protein was oxidized with ferricyanide, it be-
came EPR silent. This, together with the iron determination and the
fingerprint of the reduced protein, led Hagen and colleagues to the
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FIG. 2. Schematic drawing of the synthetic [Fe6S6(L)6]3� cluster [from (8)]. Such a
cluster will contain not only the usual Fe–Fe and Fe–S distances of 2.7 and 2.3 Å,
respectively, but also a long Fe–Fe distance of 3.7 Å. This long distance is not observed
in EXAFS measurements (6).

reasonable working hypothesis that they had isolated a protein
that:

. . . contains a single [6Fe–6S] cluster. The cluster can exist in
four different redox states, namely, the fully oxidized state of
6Fe3�, i.e. [6Fe–6S]6�, S � 0; the one-electron-reduced state [6Fe–
6S]5�, S � ��; the two-electron reduced state [6Fe–6S]4�, S � inte-
ger or 0; and the three-electron-reduced state [6Fe–6S]3�, S � ��.

This working model would be the framework for the interpretation
of all subsequent biochemical, spectroscopic, and molecular biological
studies on this unknown protein. The discovery of a putative [6Fe–
6S] protein may have been a surprise to some, but its existence in



224 ARENDSEN AND LINDLEY

FIG. 3. EPR of as-isolated D. vulgaris Fepr protein [from (7)]. EPR conditions were
the same as for Fig. 1, except for microwave power (0.32 mW), temperature (9 K), and
relative gain (3.6�).

biology had already been anticipated some years earlier by Hagen,
who proposed a six-iron cluster to constitute the active site of a hydro-
genase (9). This hypothesis was based on the Fe content of the en-
zyme, as well as its primary sequence, but no EPR spectrum had been
observed that could be assigned to a 6Fe cluster. With the discovery
of a protein exhibiting an EPR spectrum that was considered to be a
fingerprint of a prismane [6Fe–6S] cluster, the hypothesis of a biologi-
cal [6Fe–6S] cluster suddenly seemed to have gained support.

B. SUBSEQUENT STUDIES

1. Molecular Weight Determination and EPR

Subsequent studies provided a wealth of information that appeared
to support the hypothesis that the Fepr protein was a genuine [6Fe–
6S]-containing protein. In a biochemical study (10) the elemental
analysis was meticulously repeated, and, based on an assumed molec-
ular mass of 52 kDa, the prismane protein was found to contain 6.3
Fe atoms, averaged over as many as nine different preparations.
Again, no other metals than Fe were detected, suggesting that all
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FIG. 4. EPR redox titration of D. vulgaris Fepr protein at pH 7.5 of S � �� components
with dithionite and ferricyanide in the presence of mediators, [from (11)]. (�, �) The
Fepr protein-fingerprint signal (the 3� state) monitored at g � 1.825; (	, 
) signal
with all g � 2 (the 5� state) monitored at g � 1.898 (�, 
) Titration in two directions
starting from the isolated protein, which corresponds approximately to the top of the
bell-shaped curve. (�, 	) A titration starting from the fully preoxidized state. EPR
conditions: microwave frequency, 9.33 GHz; microwave power, 13 mW; modulation am-
plitude, 0.63 mT; temperature, 15 K.

EPR signals must come from Fe–S clusters. The previous assumption
that the Fepr protein can occur in four different redox states appeared
to be confirmed when, in an EPR-monitored redox titration (11), three
subsequent redox transitions were observed (Fig. 4). The bell-shaped
titration curve of the S � �� EPR spectrum of the as-isolated protein
indicated an intermediate redox state. Moreover, the S � �� spectrum
of the as-isolated protein and the ‘‘fingerprint’’ EPR spectrum of the
fully reduced protein appeared to be well separated. Furthermore, in
the two-electron oxidized protein (i.e., the putative 4� state) an EPR
signal was observed at g � 16. This signal was present in
parallel-mode EPR, but absent in regular (i.e., perpendicular-mode)
EPR, which pointed to an integer spin state, presumably S � 4. This
was of course consistent with the proposed redox scheme, which pre-
dicted that the cluster in the two-electron reduced cluster must be
either diamagnetic or integer-spin.

Another major discovery was the observation of unusually high-
spin EPR signals in concentrated samples of the as-isolated Fepr pro-
tein. Low-field EPR resonances were observed with g-values up to 15
(Fig. 5). This further added to the concept of a [6Fe–6S] cluster. The
high-spin EPR signals could be explained only by assuming an S � ��
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FIG. 5. Effective g assignment of the low-field S � �� EPR signals in D. vulgaris Fepr
protein [from (11)]. The spectrum was recorded at the optimal temperature of 12 K,
that is, at which the amplitude is maximal and lifetime broadening is not significant.
EPR conditions: microwave frequency, 9.33 GHz; microwave power, 80 mW; modulation
amplitude, 0.8 mT.

spin state. They did, however, not appear to represent another (i.e.,
fifth) redox state. Instead, the as-isolated protein seemed to behave
as a spin mixture of S � �� and S � ��, with 10% S � �� and 90% S � ��.
High-spin EPR signals similar to these had also been observed in a
number of other multielectron redox proteins (see also Table I). Be-
cause of their complexity (all are multisubunit enzymes with more
than a single Fe–S cluster, and therefore a relatively high Fe content)
it is notoriously difficult to study their magnetic and structural prop-
erties. The Fepr protein, in contrast, being a monomer, oxygen stable,
and believed to contain only a single Fe–S cluster, seemed to provide
an ideal case to pursue the search for the nature of high-spin Fe–S
clusters.

2. Mössbauer and Multifrequency EPR Experiments

Mössbauer data also seemed to agree with the proposal of a [6Fe–
6S] cluster (11). About two-thirds of the Fe intensity of the reduced
protein (i.e., four out of the proposed total of six) had isomer shift
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and quadrupole splitting values similar to those found for [4Fe–4S]2�

clusters, whereas the remaining third of the Fe sites (i.e., two out of
six) was high-spin ferrous in character with considerably higher iso-
mer shift and quadrupole splitting. The possibility of a [4Fe–4S]2�

cluster was nonetheless rejected, mainly on analytical grounds. As-
suming that the Fepr protein contains six Fe atoms (which was gener-
ally acknowledged), and assuming further that a [4Fe–4S] cluster
were present, then the prismane ‘‘fingerprint’’ EPR spectrum must be
accounted for by the two remaining (i.e., non-[4Fe–4S]) iron atoms.
This was thought to be highly unlikely. The [4Fe–4S] concept was
not altogether abandoned; a working model was proposed in which a
[4Fe–4S] formed the center of a six-Fe cluster, with two Fe atoms
flanking the central core.

The two outer Fe atoms were proposed to be nitrogen ligated. Evi-
dence for the involvement of nitrogen (through the side chains of his-
tidine residues) was obtained by multifrequency EPR. Unresolved hy-
perfine broadening of the EPR spectrum of the protein in the 3�
state, as well as in the 5� state, indicated the presence of magnetic
nuclei in the direct vicinity of at least some of the Fe atoms (11).
Nitrogen ligation was also suggested by an observed dependence of
the reduction potentials of the 3� to 4� transition and, to a lesser
extent, of the 4� to 5� transition (12), suggesting a protonatable
group (probably histidine) coordinating one or more Fe atoms.

3. A Second Fepr Protein from Desulfovibrio desulfuricans

In the same year, 1992, a second Fepr protein was isolated by
Moura and colleagues from a bacterium closely related to Desulfo-
vibrio vulgaris, D. desulfuricans (13). The features of the D. desulfuri-
cans protein were almost identical to those of the D. vulgaris protein.
Both proteins showed the prismane ‘‘fingerprint’’ EPR spectrum in
the reduced state, as well as S � �� EPR signals in the as-isolated
protein. However, despite the apparent similarity of the two proteins,
the D. desulfuricans protein was argued to contain two, rather than
one, Fe–S clusters. This conclusion was based on Mössbauer studies
conducted on the as-isolated protein, in which two subspectra were
distinguished: a paramagnetic spectrum and a diamagnetic spectrum.
The paramagnetic component could be fitted only by assuming six Fe
sites. This species was associated with the observed S � �� EPR sig-
nals, and it was thought to arise from a [6Fe–6S] cluster. The dia-
magnetic species was associated with a second cluster, which gave
rise to the prismane ‘‘fingerprint’’ EPR spectrum. The latter cluster
was possibly also a [6Fe–6S] cluster. This conclusion seemed to dis-
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agree with Fe analysis that showed only 6.5 Fe atoms. How, then,
could a protein with only 6.5 Fe atoms carry two [6Fe–6S] clusters?
The authors attempted to reconcile this discrepancy by hypothesizing
that the protein sample existed as a mixture of holo- and apoprotein.

4. Sequence Determination

A major breakthrough was heralded when Stokkermans et al. man-
aged to sequence the putative prismane proteins from both organ-
isms, D. vulgaris and D. desulfuricans (14, 15). Not surprisingly, the
two proteins showed extensive (66%) homology. Special attention was
drawn to cysteines and histidines, as these amino acids are usually
involved in cluster ligation. Nine cysteines and six histidines were
found to be conserved. Four of these nine cysteines are located at the
N-terminus where they form a Cys-X2-Cys-X7-Cys-X5-Cys pattern.
This motif is reminiscent of, but nevertheless significantly different
from, typical [2Fe–2S] and [4Fe–4S] motifs (Cys-X2-Cys-X2-Cys-Xn-
Cys). When the primary structures of the Fepr proteins were com-
pared with known sequences of other proteins, no homology was
found. However, when a homology search was carried out with an
advanced screening program, the N-terminal part of the Fepr gene
matched with part of the sequence of the carbon monoxide dehydroge-
nase from Methanothrix soehngenii (16) and Clostridium thermo-
aceticum (17). Table II shows the sequence alignment, in which
homologous cysteine residues are marked in bold type. Similar homol-
ogous cysteine patterns were later found in the genes of carbon mon-

TABLE II

SEQUENCE COMPARISON BETWEEN THE N-TERMINAL PART OF THE Fepr GENES FROM

Desulfovibrio desulfuricans (Dd) AND Desulfovibrio vulgaris (Dv), CARBON MONOXIDE

DEHYDROGENASE FROM Methanothrix soehngenii (Ms), Methanosarcina frisia Göl (Mf ),
Clostridium thermoaceticum (Ct), Rhodospirillum rubrum (Rr), AND ANAEROBIC

RIBONUCLEOTIDE REDUCTASE FROM Escherichia coli (Ec)a

� � � � �

Dd 7 C Y Q C Q E T V G N K — — — — G C T Q V G V — C G
Dv 3 C F Q C Q E T A K N T — — — — G C T V K G M — C G
Ms 67 C T L C T Y G P C D L — — — — T G N K K G A — C G
Mf I 76 C C Y C T Y G P C D L — — — — S N N K R G A — C G
Mf II 76 C C Y C T Y P G C D L — — — — S G N K R G A — C G
Ct 63 C R F C M A G P C R I K A T D G P G S R G I — C G
Rr 50 C R I C L K G P C R I D P F G E G P K Y G V — C G
Ec 644 C Y E C G F T G E F E — — — — — C T S K G F T C P

a Homologous cysteine residues are in bold type.
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oxide dehydrogenase from Methanosarcina frisia Gö1 (18) and Rho-
dospirillum rubrum (19), as well as in the anaerobic ribonucleotide
reductase from Escherichia coli (20). Yet the homology, though sig-
nificant, was very small and was confined to the N-terminal part of
the sequence of the Fepr proteins. However, extensive homology to
the Fepr protein has been found with genes from several other organ-
isms: Thiobacillus ferrooxidans (21), Escherichia coli (22), and Morga-
nella morganii (23) were all shown to possess a Fepr-type protein se-
quence.

Interestingly, in a similar manner to the Fepr protein, carbon mon-
oxide dehydrogenase had been shown to exhibit S � �� EPR signals
(see also Table I), and these high-spin EPR properties had been pro-
posed to arise from a novel Fe–S cluster (24). The finding of S � ��

EPR signals in the Fepr protein as well as in carbon monoxide dehy-
drogenase, together with their shared cysteine pattern, suggested
that the unknown cluster in carbon monoxide dehydrogenase may
also be a [6Fe–6S] cluster. The sequencing of the Fepr proteins was
important for a number of other reasons. Among these was the oppor-
tunity to determine the exact molecular mass, which was found to be
close to 60 kDa. This was rather unexpected, as a considerably
smaller size had been inferred from analytical methods for the D. vul-
garis protein, namely 52 kDa. This meant that the previously deter-
mined Fe number of 6.3 had to be adjusted to 7.3.

5. Mutation Studies

Subsequently, mutation studies became possible when an overex-
pression system was created for the Fepr proteins of D. vulgaris, as
well as D. desulfuricans, by Stokkermans et al. and van den Berg et
al., respectively (25, 26). Assuming the involvement of one or more of
the four N-terminal cysteines in the ligation of the cluster, van den
Berg and van Dongen started to mutate some of these cysteines into
serines in the D. desulfuricans Fepr protein (6). To their dismay, the
mutations resulted in insoluble protein. However, one of the mutant
proteins, C428S, was expressed as a soluble protein (Cys 428 corre-
sponds to Cys 434 in the D. vulgaris protein). Remarkably, the ab-
sorbance at 400 nm was only one-third that of the wild type protein.
Furthermore, the protein was EPR silent except for a broad signal at
g � 4–5. This signal, which is faint in the D. vulgaris protein but
more pronounced in that of D. desulfuricans, had previously been de-
tected by Moura et al., who attributed it to a minor species of the 3�
state (13). Van Dongen and van den Berg had created a protein that
exhibited this S � �� signal only. They were not able to grasp the sig-
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nificance of this observation at that time, but when the crystal struc-
ture of the D. vulgaris Fepr protein became available, this informa-
tion proved be invaluable for the reinterpretation of most of the
previous EPR data.

Until then, the purification of the Fepr protein had been a laborous
job as a 240-L batch yielded only as little as 5 mg of protein. With
the overexpression clones of the Fepr proteins, the range of protein-
consuming studies such as Mössbauer spectroscopy, EXAFS, and, last
but not least, crystallization experiments was greatly extended. Thus,
several groups set off to systematically investigate the spectroscopic
properties of both Fepr proteins, poised at all four (proposed) redox
states.

6. MCD Studies

MCD results more or less confirmed the conclusions drawn from
previous EPR data (27). The shapes of the MCD spectra of the puta-
tive prismane protein in the 3�, 4�, and 5� states had not been
observed for any Fe–S protein. This was not surprising, since every
single type of Fe–S cluster is considered to exhibit a unique MCD
spectrum. Magnetization data confirmed the S � �� ground state of the
5� state, as well as the S � 4 ground state of the 4� state. Unexpect-
edly, in addition to the S � 4 contribution, a considerable diamagnetic
contribution was observed for the 4� state. The nature of the diamag-
netic contribution was not understood; a physical spin mixture was
considered to be a possible explanation.

7. Resonance Raman Studies

Resonance Raman studies on the putative prismane protein would
provide other important information. In the frequency region of 200–
430 cm�1, the putative prismane protein showed bands that at first
sight seemed to be typical for Fe–S clusters, but at a closer look ap-
peared to be broader than those observed in basic Fe–S proteins.
Also, the resonance frequencies were slightly different from known
Fe–S clusters, and it was contended that ‘‘A prismane-type [6Fe–6S]
core is clearly an excellent candidate in light of the available analyti-
cal and biophysical data’’ [28].

Even more exciting was the discovery of bands at higher frequency
(430–1600 cm�1). Exchanging the sample in H2

18O resulted in a shift
to lower frequency. A shift to lower frequency was also observed when
the protein was enriched in 54Fe or 57Fe (Fig. 6). These data indicated
the presence of an iron-oxo species. It was argued that this functional-
ity may be related to the physiological function.
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FIG. 6. Resonance Raman spectra of Fepr protein from D. vulgaris [from (28)]. Upper
spectrum, 54Fe-enriched protein in H2

18O; middle spectrum, 54Fe-enriched protein in
H16O; lower spectrum, 57Fe-enriched protein in H2

16O.

8. EXAFS

Fe–S and Fe–Fe distances in [2Fe–2S], [3Fe–4S], and [4Fe–4S]
clusters are all very similar: 2.3 and 2.7 Å, respectively. In the [6Fe–
6S] prismane model cluster, however, there is an additional Fe–Fe
distance at 3.7 Å (Fig. 2). If a [6Fe–6S] cluster were present in the
Fepr protein, then this longer Fe–Fe distance should be visible with
extended X-ray absorption fine structure (EXAFS). As a consequence,
EXAFS studies were carried out at the CCLRC Synchrotron Radia-
tion facility in Daresbury, UK. The two Fepr proteins (those of D.
vulgaris and D. desulfuricans), as well as a synthetic [6Fe–6S] clus-
ter, were subjected to an EXAFS study. Low-temperature EXAFS
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data on the synthetic cluster revealed an Fe–Fe distance of around
3.7 Å. However, whereas the typical Fe–S and Fe–Fe distances were
readily observed in both Fepr proteins, no longer Fe–Fe distance (i.e.,
�3.5 Å) could be detected (6). Although this could be due to internal
disorder or flexibility, it nevertheless shed some doubt on the hypoth-
esis of the presence of a [6Fe–6S] cluster.

Whereas previous Mössbauer data on the prismane proteins of D.
vulgaris (11) and D. desulfuricans (13) were interpreted to be in
agreement with the presence of a [6Fe–6S] cluster, later studies gave
indications that the Fepr protein may not contain a single [6Fe–6S]
cluster (6, 50). Fitting of the Mössbauer spectra required at least
seven Fe sites. The invention of a seventh Fe was not farfetched, as
the Fe content had already been adjusted from six to seven when the
primary sequence was solved. At this stage crystallographic studies
were initiated at CCLRC Daresbury Laboratory, UK.

III. Crystallographic Studies

A. PRELIMINARY STUDIES

1. Bacterial Growth and Protein Purification

Desulfovibrio vulgaris (strain Hildenborough) NCIB 8303 holding
an overproducing plasmid [pJSP104, (14)] for the Fepr protein was
grown anaerobically as previously described (26). The Fepr protein
was purified initially according to the procedure of Pierik et al. (10)
and then further purified by fast protein-liquid chromatography
(Pharmacia) on a Q-Sepharose HiLoad column. The protein was fi-
nally dialyzed against 5 mM Tris at pH 8.0, 50 mM NaCl, and concen-
trated to 24 mg ml�1. Protein samples were then stored at 203 K prior
to use.

2. Crystallization

It proved possible to crystallize the Fepr protein over a wide range
of pH, 5.9–8.0, and PEG 8000 concentrations, using both sitting and
hanging-drop techniques. The crystals used for the X-ray analysis
were produced using the following procedure (29):

1. Protein solution (1.3–1.5 �l) prepared as indicated in the previ-
ous section was diluted to 4 �l with 0.1 M MES at pH 5.9, 66 mM
magnesium acetate.
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2. Samples (4 �l) were placed in crischem plates and equilibrated
against 600 �l of well solution (0.1 M MES at pH 5.9, 66 mM magne-
sium acetate).

3. Plates were incubated at 277 K.

Crystals usually appeared within 4 days and grew to a maximum
length of 0.7 mm within 10 days. The crystals were dark red in color
with a prismatic habit.

3. X-Ray Data Collection

X-ray diffraction data were collected from one crystal mounted in a
thin-walled glass capillary containing a small volume of mother liquor
to keep the crystal wet. Data were collected on station 9.6 at the
CCLRC Daresbury Laboratory using the SRS, a 2-GeV storage ring
with an average circulating ring current of 200 mA. Station 9.6 de-
rives its radiation from a supercooled three-pole wiggler magnet op-
erating at 5 T and is equipped with a platinum-coated cylindrically
curved fused quartz mirror as the first optical element, followed by a
bent triangular Si(111) monochromator producing a wavelength of
0.87 Å. The diffraction images were recorded on a 30 cm diameter
MAR-Research image plate detector system set at a distance of 265
mm from the crystal; this gave a maximum resolution of 1.7 Å, but
enabled the collection of an almost complete data set without signifi-
cant deterioration of the crystal due to radiation damage. A typical 1�
diffraction pattern is shown in Fig. 7, which also indicates that the X-
ray data extend to at least 1.5 Å resolution and that high-resolution
data should be obtainable in the future. The sample was cooled to 277
K and a total of 87 1� oscillation images were collected with an expo-
sure time of 60 s per image. All the images were processed using the
MOSFLM program suite (30) and final scaling and data reduction
were achieved using ROTAVATA and AGROVATA from the CCP4
suite of programs (31). The quality of the native data is high and the
principal statistics are summarized in Table III.

B. STRUCTURE ELUCIDATION

1. Structure Analysis

The structure was solved by the multiple isomorphous replacement
technique using four heavy atom derivatives: uranyl acetate, plati-
nous chloride, tetramethyllead acetate, and p-chloromercury ben-
zoate. All four derivatives gave interpretable heavy atom Patterson
syntheses. The heavy atom sites could be correlated between the de-
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FIG. 7. A typical X-ray diffraction pattern of the Fepr protein from D. vulgaris (Hil-
denborough). The pattern was recorded on station 9.6 at the Synchrotron Radiation
Source at the CCLRC Daresbury Laboratory using a wavelength 0.87 Å and a MAR-
Research image-plate detector system with a crystal-to-detector distance of 220 mm. X-
ray data clearly extend to a resolution of 1.5 Å, or even higher. The crystal system is
orthorhombic, spacegroup P212121 with unit cell dimensions, a � 63.87, b � 65.01, c �

153.49 Å. The unit cell contains four molecules of 60 kDa molecular weight with a
corresponding solvent content of approximately 48%.

rivatives, and their presence was confirmed by phase calculation and
conventional difference Fourier synthesis methods. Protein phases
were generated using the program MLPHARE (32), leading to an elec-
tron density map at 2.5 Å that clearly showed the molecular boundary
and various elements of secondary structure, including some pro-
nounced helices. Improvement of the map with the program DM (33),
incorporating solvent flattening, histogram matching, and phase ex-
tension to 2.0 Å, gave an electron density synthesis revealing some
90% of the molecule. The remainder was located by iterative Fourier
syntheses. Map interpretation was undertaken using the computer
graphics O program package (34).

2. Structure Refinement

The structure was refined with the program RESTRAIN (35) using
all data between 12.0 and 1.72 Å. In the final cycles of refinement all
the protein and solvent atoms were allowed to refine isotropically, but



SEARCH FOR A ‘‘PRISMANE’’ Fe–S PROTEIN 235

TABLE III

X-RAY DATA FOR THE NATIVE Fepr PROTEIN SHOWING THE DATA QUALITY AND

COMPLETENESS TO 1.71 Å RESOLUTION, � � 0.87 Å

Resolution % Possible
(Å) Nsymm Nunique Rsymm I/�(I) collected Ntotal

22.38–6.61 3,190 921 0.031 9.0 82.6 1111
6.61–4.68 7,356 1,929 0.025 22.9 95.0 2203
4.68–3.82 9,432 2,480 0.024 18.7 96.7 2848
3.82–3.31 11,609 3,023 0.026 18.9 98.9 3413
3.31–2.96 13,011 3,424 0.026 20.2 98.4 3826
2.96–2.70 14,435 3,841 0.034 15.7 98.9 4234
2.70–2.50 15,869 4,277 0.041 8.0 100.0 4646
2.50–2.34 16,999 4,587 0.045 8.7 99.4 4937
2.34–2.21 18,130 4,943 0.050 9.3 99.9 5264
2.21–2.09 19,087 5,257 0.057 11.2 99.7 5567
2.09–2.00 20,046 5,481 0.067 9.4 99.7 5822
2.00–1.91 20,893 5,725 0.081 8.7 99.8 6089
1.91–1.84 21,805 5,969 0.104 6.9 100.0 6350
1.84–1.77 22,683 6,206 0.126 5.7 99.7 6573
1.77–1.71 16,550 4,873 0.190 3.3 85.1 5791

231,095 65,936 0.036 97.2 68674
(Average multiplicity � 3.4)

the hetero atoms constituting the two Fe–S clusters were allowed to
refine anisotropically. The reflection data were weighted according to
a modified form of the scheme proposed by Rees (36) so that values
of 
w � 
2 (where 
 � �Fobs� � �Fcalc�) were constant when analyzed in
batches of increasing �Fobs� and sin �/�. All 553 residues were located
in addition to the two Fe–S clusters and some 400 solvent molecules.
Solvent molecules were retained in the model if they gave peaks at
the 1 rms level in a weighted [2�Fobs� � �Fcalc�] Fourier synthesis, at or
above the 3 rms level in a weighted difference [Fobs� � �Fcalc�] Fourier
synthesis, if the peaks were in chemically sensible positions, and if
the isotropic thermal coefficients refined to values below Uiso (� Biso/
8�2) � 0.63 Å2. The average thermal coefficients for the protein and
solvent atoms are 0.27 and 0.40 Å2, respectively. The principal details
of the refinement are given in Table IV.

Full details of the structure analysis and refinement are not appro-
priate to this review and will be published elsewhere, but it is hoped
that sufficient information has been given to validate the unusual
structure of the Fepr protein from Desulfovibrio vulgaris (Hilden-
borough).
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TABLE IV

PRINCIPAL DETAILS OF REFINEMENT OF Fepr PROTEIN [RESTRAIN (30)]

Resolution range 12.0–1.71 Å
No. of protein atoms 4,218
No. of cluster atoms 17
No. of solvent molecules 417
Total no. of (hkl) 68,674
No. of restraints 10,822
No. of positional parameters refined 13,956
No. of thermal parameters refined

(cluster hetero atoms treated anisotropically) 4,737
Total no. of parameters refined

(includes overall scale and temperature factor) 18,695
Ratio of observations [(hkl) � restraints] to parameters 3.75
Initial and final values of R (final value based on all data) 51.4% 17.1%
Initial and final values of Rfree based on 4.9% of the data 52.1% 20.8%
R value for highest resolution shell (1.83–1.71 Å) 21.0%
Deviations (Å) of the geometry from ideal values, and in parentheses target �

Bond lengths 0.011 (0.020)
Bond angles (2.12 Å � D � 2.65 Å) 0.011 (0.040)
Nonbonded distances (D � 2.65 Å) 0.031 (0.050)
Peptide planarity 0.007 (0.010)
Other planes 0.007 (0.010)
Chirality 0.010 (0.020)

3. Results of the Refinement

a. Ramachandran Plot A Ramachandran plot (37) indicates that
the quality of the model is high, with 94.1% of the residues (except
glycine and proline) lying within the permitted regions, 5.7% lying in
the additionally allowed regions, and only asparagine N303 lying on
the border of the generously allowed and disallowed regions (Fig. 8).
The electron density for N303 is well-defined and the residue is lo-
cated on a turn between a �-strand and an �-helix.

b. Fe–S Cluster 2 It is necessary to make a cautionary comment
regarding the interpretation of cluster 2 at this point. Although as
indicated above the diffraction data are of high quality and the
refinement carefully undertaken, the precise details of this cluster
cannot be resolved from the X-ray data alone. Thus, the assignment
of electron density peaks to the O and S atoms has been made on
the basis of the peak heights in the electron density syntheses and
the behavior of the thermal coefficients of the atoms, with respect
to the local average, on refinement. Chemical considerations have
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FIG. 8. A Ramachandran plot (37) indicating the overall geometrical quality of the
structure of the Fepr protein from D. vulgaris at 1.7 Å resolution. Some 94% of the
residues lie within the most favored regions, 5.5% in the additional allowed regions,
and only one residue, N303 on the border of a disallowed region. The electron density
of this residue is very well defined (see text).
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also been taken into account. However, it would be difficult from
the X-ray data alone to determine unequivocally a situation whereby,
for example, the various sites were partially occupied with O and
S. What is described therefore represents the most likely interpreta-
tion. In addition, difference Fourier syntheses indicate that there
may be a substrate bound between two of the Fe atoms, but with
a low partial occupancy (and/or disorder) that may be dependent on
the oxidation state of the cluster at the crystallization stage. However,
it has proved very difficult with the present data to define the precise
nature of this moiety, and mononuclear species such as oxygen
(hydroxyl group or solvent molecule), dinuclear species such as CO
and CN, and even larger substrates cannot be excluded. Clearly,
further biochemical and spectroscopic studies are required, in con-
junction with crystallographic studies at the highest possible reso-
lution.

C. DESCRIPTION OF THE MOLECULAR STRUCTURE OF THE Fepr PROTEIN

1. The Domain Organization of the Fepr Molecule

The structure of the Fepr molecule has a number of unusual fea-
tures, notwithstanding the absence of a prismane [6Fe–6S] cluster.
Figure 9 is a ribbon diagram, drawn with the SETOR program (38),
showing the organization of the molecule of the Fepr protein. The
molecule comprises three domains and has two distinct Fe–S
clusters some 12–13 Å apart. One of these lies close to the interfaces
of the three domains, but the other, a [4Fe–4S] cubane cluster, is
close to the outside of the molecule as shown in Fig. 10. The first
domain, consisting of residues 1–221, is predominantly �-helical in
nature, and six of the helices form two antiparallel three-helix bun-
dles. Three-helix bundles have been reported in a number of proteins,
for example, the fifth domain in the phosphotransferase pyruvate
phosphate dikinase [PDB Brookhaven code (39) : 1dik], but it is be-
lieved that the Fepr protein is the first to contain two bundles ar-
ranged almost perpendicular to one another, as shown in Fig. 11. The
two bundles are structurally very similar and a sequence identity of
some 20% suggests evidence for gene duplication. The second and
third domains of the Fepr structure (residues 222–375 and 376–553,
respectively) have central �-sheets surrounded by helices and would
be classified as three-layer �–�–�, doubly wound folds (40). Fig-
ures 12a and 12b show the tertiary folds of domains 2 and 3, respec-
tively.
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FIG. 9. An overall view of the Fepr molecule from D. vulgaris showing the three
domains. Domain 1 is predominantly �-helical and contains an unusual configuration
of two three-helix bundles approximately perpendicular to one another (see Fig. 11).
Domains 2 and 3 have central �-sheets surrounded by helices. The two Fe–S clusters
are at the center of the figure; the hybrid cluster is on the left, and located near the
interfaces of the three domains.

2. Cluster 1: The Cubane Cluster

Cluster 1 is a conventional [4Fe–4S] cubane cluster bound near the
N-terminus of the molecule as shown in Fig. 13. Within the cluster
the Fe–S bonds range from 2.26 to 2.39 Å. The cluster is linked to the
protein by four cysteine residues with Fe–S distances ranging from
2.21 to 2.35 Å, but the distribution of the cysteine residues along the
polypeptide chain contrasts markedly with that found, for example,
in the ferredoxins as indicated in Section II,B,4 [also see, for example,
(41) and references therein]. In the Fepr protein all four cysteine resi-
dues (Cys 3, 6, 15, and 21) originate from the N-terminus of the mole-
cule, and the fold of the polypeptide chain in this region is such that
it wraps itself tightly around the cluster, yet keeps it near the surface
of the molecule. In such a position the cluster is ideally placed to
participate in one-electron transfer reactions with other molecules.
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FIG. 10. An alternative view of the Fepr molecule showing that cluster 1, a [4Fe–4S]
cubane cluster, is located toward the outside of the molecule and therefore in a posi-
tion to participate in one-electron transfer interactions with other appropriate
molecules.

3. Cluster 2: The ‘‘Hybrid’’ Cluster

Cluster 2 appears to be unique among Fe–S-containing proteins
whose structures have so far been determined, and it has been termed
the ‘‘hybrid’’ cluster (6) because of its diverse chemical nature. Figure
14 is a schematic drawing of the cluster as interpreted from the final
electron density synthesis and the structure refinement. The cluster
contains both oxygen and sulfur bridges, and X represents a site
whose precise nature has not been determined, but which may con-
tain a partially occupied and/or disordered substrate molecule (see
Section III,B,3,b). The environments of the four iron atoms can be
described as follows.

a. Fe5 Fe5 is coordinated to only one protein ligand, Cys 434,
with an Fe–S	 distance of 2.34 Å, but can be considered to be part of
a [2Fe–2S] moiety involving Fe6 through the two bridging sulfur
atoms, S5 and S6 (average Fe5–S distance is 2.20 Å). In the absence
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FIG. 11. Domain 1 of the Fepr protein. The two bundles, each containing three heli-
ces (two long and one short), are arranged almost perpendicular to one another.

of X the geometry is trigonal, but the addition of X would change this
to tetrahedral.

b. Fe6 Fe6 is also bound to the protein by only one residue, Cys
312 (Fe6–S	 distance � 2.37 Å) and this cysteine adopts a cis-peptide
configuration. Fe6 is bound to the bridging sulfur atoms, S5 and S6,
at an average distance of 2.23 Å. However, this iron atom is also coor-
dinated to an oxygen atom O8, Fe–O8 distance � 1.98 Å, which
bridges Fe6 and Fe8. The geometry of Fe6 can therefore be described
as tetrahedral.

c. Fe7 Fe7 is bound to the protein by three residues, His 244
(Fe7–N2 � 2.16 Å), Glu 268 (Fe7–O2 � 2.18 Å), and Cys 459
(Fe7–S	 � 2.42 Å). It is also bound to an oxygen atom, O9 (Fe7–O9
� 2.10 Å), which forms a bridge to Fe8. In the absence of X the geome-
try can be described as square pyramidal, but in the presence of X
this would change to trigonal bipyramidal.

d. Fe8 Fe8 is only directly linked to one protein ligand, Glu 494
(Fe7–O1 � 2.10 Å), but also binds to two bridging oxygen atoms
(Fe8–O8 � 2.17 Å and Fe8–O9 � 2.04 Å) and to a sulfur atom, S7,
which appears to be part of a persulfide group (Fe8–S7 � 2.48 Å). It
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FIG. 12. The organization of domains 2(a) and 3(b). Both domains have central �-
sheets surrounded by helices.

is also only 2.58 Å away from S6, which bridges Fe5 and Fe6, and
with the fifth ligand the geometry can be considered as distorted trig-
onal bipyramidal. This geometry could, however, become octahedral,
depending on how X binds to the hybrid cluster.
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FIG. 13. Cluster 1 is a [4Fe–4S] cubane cluster located at the N-terminus of the
Fepr molecule and close to the first long helix (residues 24–50 inclusive). The cluster
is bound to the protein by four cysteine residues: Cys 3, Cys 6, Cys 15, and Cys 21. The
distribution of these cysteine residues contrasts markedly with that found in the ferre-
doxins.

The presence of a persulfide group appears at first sight to be
rather surprising. To our knowledge the structure of only one other
protein, rhodanese (42), has been found to possess such a group. Rho-
danese is an enzyme that catalyzes the transfer of sulfur from thiosul-
fate to cyanide to yield thiocyanate. There has also been a debate
regarding the putative role of rhodanese in Fe–S formation [see, for
example, (43, 44)]. It is also interesting to note that the structure
determination of formate dehydrogenase H (45) indicates that cataly-
sis (two-electron oxidation of formate to carbon dioxide) appears to
involve Mo, two molybdopterin guanine dinucleotide cofactors, a sele-
nocysteine, and a [4Fe–4S] cluster. The biological function of the Fepr
protein is, as yet, unknown, but it may well involve the persulfide
moiety.

In the Fepr protein the two clusters are some 12–13 Å apart and
probably within electron transfer range. However, as shown in Fig.
15, there are no obvious electron pathways involving the polypeptide
chain. A tyrosine residue, Tyr 493, lies approximately midway be-
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FIG. 14. Cluster 2. The ‘‘hybrid’’ cluster has a number of unusual features, including
the existence of O and S bridges within the same cluster. At the base of the cluster,
Fe5, Fe6, S5, and S6 form a [2Fe–2S] unit, bound to the protein by C434 (to Fe5) and
C312 (to Fe6). O8 and O9 form oxygen bridges between Fe6 and Fe8, and Fe7 and Fe8,
respectively. The nature of X, which bridges Fe5 and Fe7, is not known; it appears to
be only partially occupied in the present crystal structure and could be a single atom
such as O or a solvent molecule, a dinuclear species such as CO or CN, or an even larger
moiety. Cys 406 and S7 constitute a persulphide group ligated to Fe8. The geometries of
the individual Fe atoms are described in the text.

FIG. 15. The two Fe–S clusters are some 12–13 Å apart and within possible electron
transfer range. A tyrosine residue, Y493, is situated roughly halfway between the two
clusters, but whether it plays a role in any electron transfer is unclear. Two adjacent
tryptophan residues are also located close to cluster 2; again, their possible roles in any
enzymatic reaction remain to be defined.
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tween the two clusters, but whether it plays any role in mediating
electron transfer remains to be seen.

IV. Conclusion and Future Studies

Clearly, a number of outstanding questions remain regarding the
Fepr protein. The first concerns the discrepancies between the struc-
ture as originally proposed and the crystallographic model. These dis-
crepancies can now be better understood in terms of a number of re-
markable coincidences of circumstances. Thus, the unusual shape of
the molecule appears to give an incorrect apparent molecular mass in
the analytical ultracentrifuge, leading to an underestimation of the
Fe stoichiometry. The EPR spectrum of the cubane cluster 1 is very
unusual and difficult to detect. Cluster 2 has a structure that has not
been seen before, occurs in four stable oxidation states, and in the
reduced form has an EPR spectrum that is almost identical to those
of model compounds containing a [6Fe–6S]3� core. A reevaluation of
the various types of spectroscopy has been initiated in several labora-
tories, and current interpretations have proved to be in excellent
agreement with the X-ray structure (6, 50). One important question
that required to be addressed was the definition of the redox states.
In the old (prismane) model, the redox properties of the Fepr protein
were described under the assumption that it contained a single [6Fe–
6S] cluster that can occur in four different redox states. With the crys-
tal structure now available, the redox properties of the Fepr protein
now have to be described considering the presence of two novel [4Fe–
4S] clusters. Previous studies by van Dongen and van den Berg (6) on
a mutant Fepr protein proved to be the key to the solution of this
problem. As mentioned earlier, the C428S mutant Fepr protein from
D. desulfuricans was found to be EPR silent except for a broad reso-
nance at g � 4.5. Cys 428 corresponds to Cys 434 in the D. vulgaris
protein, and the crystal structure shows that this residue ligates to
Fe5, which is part of the hybrid cluster. The decreased absorbance at
400 nm, together with the absence of most of the EPR signals in the
mutant protein, can now be confidently explained by assuming that
in the C428S mutant Fepr protein, the hybrid cluster is also absent.
This in turn implies that the g � 4.5 signal must arise from the cu-
bane cluster and that, as a consequence, all other EPR signals must
originate from the hybrid cluster. That this is the case is supported
by newly obtained Mössbauer data strongly suggesting that all four
irons atoms in the hybrid cluster in the three most positive oxidation
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TABLE V

OXIDATION STATES OF THE HYBRID CLUSTER (7)a

Hybrid cluster

‘‘Prismane’’ valency Fe5 Fe6 Fe7 Fe8 Spin state

‘‘6�’’ III III III III 0
‘‘5�’’ III III (III and II) ��; ��

‘‘4�’’ III III II II 0; 4
‘‘3�’’ (III and II) II II ��

a ‘‘Prismane’’ valency refers to the old model assuming the presence of a
[6Fe–6S] cluster (7). Hybrid cluster refers to the 4Fe cluster found to be pres-
ent in the crystal structure.

states (4�, 5�, and 6�), are exchange coupled. A coupling scheme has
been proposed in which the spin of one high-spin Fe3� is oriented anti-
parallel to the spins of the other three (high-spin) iron sites, resulting
in a total spin of �� for the hybrid cluster in the as-isolated Fepr pro-
tein (6, 50). Reevaluation of Mössbauer, MCD, and EPR data has re-
sulted in the oxidation scheme shown in Table V. According to this
table, the hybrid cluster can exist in four different redox states. This
clearly distinguishes the hybrid cluster in Fepr from all other known
4Fe clusters, which can assume not more than three, and usually only
two, redox states. Resonance Raman (RR) studies on the Fepr protein
showed a band around 800 cm�1, which was probably due to an iron-
oxo moiety (28). The RR data further predicted that the observed
band is most likely due to the asymmetric stretch of an Fe–O–Fe
species with an angle of 150–180�. The crystal structure shows the
presence of not one, but two such species, namely, Fe6–O–Fe8 and
Fe7–O–Fe8, but both species have angles close to 90� (94.6� and
106.4�, respectively). This implies that probably neither of these two
moieties account for the RR band around 800 cm�1. However, if ‘‘X’’
were a single oxygen, there would be a third iron-oxo group formed
by Fe5–O–Fe7 with an angle of 163.2�, which could readily explain
the observed RR spectra. Thus, RR data strongly suggest that ‘‘X’’ is
a single oxygen, probably arising from a solvent molecule.

A second important question yet to be solved concerns the function
of the Fepr protein in the organisms in which it has been found, and
the mechanism by which it achieves this function. Clearly, X repre-
sents a potential substrate binding site within cluster 2, and the pres-
ence of a substrate in this position will complete the coordination of
Fe5 and Fe7. The nature of X, however, remains an enigma, although
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a solvent molecule with partial occupancy provides a working model
for the current structure. Very careful X-ray studies at the highest
resolution possible, in conjunction with biochemical and spectroscopic
studies, will be required to determine what X can be and how the
cubane cluster plays a role in any redox reaction.

The third concerns whether cluster 2 in the Fepr structure is
unique, or whether it is representative of clusters of a similar type
that are going to be discovered in, for example, the proteins listed in
Table I. The elucidation of the structure of nitrogenase clearly showed
that the Fe–S clusters more complex than the FeS4, [2Fe–2S] and
[4Fe–4S], occur in nature. The Fepr structure provides yet another
example, and it would not be unreasonable to suppose that more will
be found. Fepr genes have been found in several other organisms,
including Escherichia coli. It is likely that more Fepr proteins will be
discovered. Indeed, these proteins may not be a curiosity among sul-
fate-reducing bacteria, but instead may be widely distributed among
the bacterial kingdom. Whether the elusive [6Fe–6S] cluster occurs
in biology remains an open question.
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I. Introduction

From very early proton NMR studies on paramagnetic compounds,
hyperfine shifted signals were observed for solutions of iron–sulfur
proteins (1–7). A large variety of chemical shifts (upfield and down-
field) were found, and a large variation of slopes were obtained as a
function of temperature (8, 9). Rationalization of these observations
will be given in this review. The first reports tried to relate similar
patterns with similar iron–sulfur content. Early in the literature of
the NMR of these systems (relevant to this review) substitution of
protons with deuterons in the amino acids coordinating to the metal
ions was exploited to assign their resonances (4). 13C labeling was also
exploited at early stages (7, 10, 11). 1D NOEs, which had already
been pioneered by La Mar for less severely broadened signals in
heme-containing proteins (12), were first observed between hyperfine
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shifted signals in a 2[Fe4S4] ferredoxin (13) (Fd hereafter). With these
tools it was possible to assign the �CH2 pairwise (13, 14) and, looking
at a structural model, to obtain the first sequence and stereospecific
assignments (15–17). In 1991, 2D NOESY cross peaks between fast-
relaxing hyperfine shifted protons were reported for a HiPIP (18). The
first COSY experiment on an iron–sulfur protein involving hyperfine
shifted protons was reported in the same year (19), whereas the first
TOCSY experiment was reported later (20). Since then, iron–sulfur
proteins entered the field of high-resolution NMR, where proton as-
signments are no longer tentative but, if obtained with appropriate
protocols, safe.

With these assignments at hand the analysis of the hyperfine shifts
became possible. An Fe(III) in tetrahedral structures of iron–sulfur
proteins has a high-spin electronic structure, with negligible magnetic
anisotropy. The hyperfine shifts of the protons influenced by the
Fe(III) are essentially Fermi contact in origin (21, 22). An Fe(II), on
the other hand, has four unpaired electrons and there may be some
magnetic anisotropy, giving rise to pseudo-contact shifts. In addition,
there is a quintet state at a few hundred cm�1, which may complicate
the analysis of hyperfine shifts, but the main contribution to hyper-
fine shifts is still from the contact shifts (21, 22).

Contact shifts give information on the electronic structure of the
iron atoms, particularly on the valence distribution and on the mag-
netic coupling within polymetallic systems. The magnetic coupling
scheme, which is considered later, fully accounts for the variety of
observed hyperfine shifts and the temperature dependence. Thus,
through the analysis of the hyperfine shifts, 1H NMR provides de-
tailed information on the metal site(s) of iron–sulfur proteins, and,
thanks to the progress in NMR spectroscopy, also the solution struc-
ture (23, 24).

In this review we will deal with iron–sulfur proteins where the iron
atoms are coordinated only by cysteine ligands and bridging sulfurs,
as well as rubredoxin (Rd hereafter), which is the initial building
block in all subsequent discussions.

II. Electron Relaxation Times

A. THE CASE OF THE MONOMER

Electron relaxation times are important parameters that allow us
to predict whether high-resolution NMR is feasible. The two most im-
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portant parameters in NMR are the nuclear longitudinal and trans-
verse relaxation rates R1 and R2 . R2 is related to the signal linewidth
(measured in hertz) by � 
� � R2 , 
� being the half-height linewidth.
The paramagnetic contributions to the nuclear relaxation rates, R1M

and R2M , are given by (25)

R1M �
2
15 ��0

4��2 	2
I g2

e�2
BS(S � 1)
r6 � 7�S

1 � �2
S� 2

S
�

3�S

1 � �2
I� 2

S
� (1a)

R2M �
1
15 ��0

4��2 	2
I g2

e�2
BS(S � 1)
r6 �4�S �

13�S

1 � �2
S� 2

S
�

3�S

1 � �2
I� 2

S
� , (1b)

where S is the spin moment of the electron, 	I is the magnetogyric
ratio of the nucleus, r is the metal-to-nucleus distance, �S is the corre-
lation time for the nucleus–electron interaction (often equal to the
electron relaxation time), �I and �S are the Larmor frequencies of the
nucleus and of the electron, respectively, and all other symbols have
their usual meaning. There is also a contribution to the linewidth,
known as Curie relaxation, which is relevant for high S values and
larger molecular weights. The contribution due to Curie relaxation to
the nuclear transverse relaxation is (26, 27)

R2M �
1
5 ��0

4��2 �2
I g4

e�4
BS2(S � 1)2

(3kT)2r6 �4�r �
3�r

1 � �2
I � 2

r
� , (2)

where �r is the correlation time for the reorientation of the molecule, k
is Boltzmann’s constant, T is the absolute temperature, and all other
symbols have already been defined. The contribution to transverse
nuclear relaxation described by Eq. (2) increases with increasing mag-
netic field, because of the increase of �I . This implies that when S �
�� and the magnetic field is higher than 500 MHz (11.7 T), the signals
of protons close to the metal ion may be broadened beyond detection
(depending on the value of �r). Indeed, it may happen, although this
has never been reported for iron–sulfur proteins, that the signal of a
given proton is detected at 90 MHz more easily than at 600 MHz
because its transverse relaxation is much slower at the lower field
(28).

Let us now refer to Rd, which in the oxidized state contains an
Fe(III) with S � ��, and in the reduced state an Fe(II) with S � 2. In
both states the iron ion is tetrahedrically coordinated. From the nu-
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FIG. 1. Top: 2H spectrum of oxidized [2H�2,�3]Cys labeled Rd (29). Bottom: 2H spectrum
of reduced [2H�2,�3]Cys labeled Rd. (29).

clear relaxation rates of protons at fixed distance from the metal, it is
possible to calculate the electronic relaxation times of the foregoing
equations and estimate the Curie contribution. Only the H� protons
are observed in the 1H NMR spectrum (29). The signals of the H�
nuclei were observed on a Bruker DMX400 spectrometer in the deute-
rium-labeled protein (29) (Fig. 1, top). The substitution of 1H with 2H
eases the detection of the signals, because the magnetogyric ratio of
the latter is 6.5 times smaller than the former, and thus the linewidth
of its signals is, according to Eqs. (1) and (2), 
�� of the corresponding
proton signals. The iron atom in oxidized Rd has an estimated elec-
tron relaxation time close to 0.1 ns (Table I). This value of the electron
relaxation time sets a limit for high-resolution NMR, as it barely
allows to observe the signals of the H� protons but not those of the
H�. The 2H NMR spectrum of reduced Rd is reported in Fig. 1 (bot-
tom) (29). H� protons are barely observable also in the 1H NMR spec-
trum, and their linewidths allow us to calculate �S , which is of the
order of 10�11 s (Table I).

By assuming that the hyperfine shifts are contact shifts in origin,
it is possible to evaluate the hyperfine coupling constant from the
following equation (30):

�con �
A
h

ge�BS(S � 1)
3	IkT

, (3)

where A is the hyperfine coupling constant, and all other symbols
have their usual meaning. The value of A/h for the H� protons of Rd
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TABLE I

EXPERIMENTAL LINEWIDTHS OF THE NMR SIGNALS ARISING FROM CYSTEINE H� PROTONS

IN IRON–SULFUR PROTEINSa

Cysteine H� NMR
System Metal siteb linewidth (Hz) �S (ps)c Mechanism

Oxidized rubredoxin Fe3� 50,000–150,000 100 Dipolar
Reduced rubredoxin Fe2� 3,000–15,000 10 Dipolar � Curie
Oxidized ferredoxin [Fe2S2]2� 1,500–20,000 100 Dipolar
Reduced ferredoxind [Fe2S2]�–Fe3� 1,000–3,000 5 Dipolar � Curie
Reduced ferredoxine [Fe2S2]�–Fe2� 300–600 5 Dipolar � Curie
Oxidized ferredoxinf [Fe3S4]�–Fe3�

aC 50–100 1 Dipolar � Curie
Oxidized ferredoxing [Fe3S4]�–Fe3�

C 200–500 1 Dipolar � Curie
Oxidized HiPIPh [Fe4S4]3�–Fe3� 200–500 1 Dipolar
Oxidized HiPIPi [Fe4S4]3�–Fe2.5� 100–200 1 Dipolar
Reduced HiPIP/ [Fe4S4]2�–Fe2.5� 200–600 5 Dipolar

oxidized ferredoxin

a �s values and the dominant mechanism for line broadening have been evaluated
from the reported linewidths through Eqs. (1) and (2) as described in text.

b When a system contains nonequivalent iron ions, the values relative to each site
are reported in different lines.

c These values are estimated within a factor of 3.
d Values relative to the cysteines coordinated to the Fe3� ion.
e Values relative to the cysteines coordinated to the Fe2� ion.
f Values relative to the cysteines whose signals have an anti-Curie-type tempera-

ture dependence.
g Values relative to the cysteines whose signals have a Curie-type temperature de-

pendence.
h Values relative to the cysteines coordinated to the Fe3� ion.
i Values relative to the cysteines coordinated to the Fe2.5� ion.

is of the order of 1–2 MHz (31), in agreement with that estimated
from NMR spectra of model compounds (32) (see also (33)). Its magni-
tude is related to the amount of unpaired spin density present on the
s orbitals of observed nuclei. The value obtained is in agreement
with ENDOR measurements in magnetically coupled polymetallic
systems (34). From 57Fe ENDOR (35) and Mössbauer (36, 37) mea-
surements, it is feasible to obtain the value of A/h for the metal ion
itself.

B. POLYMETALLIC SYSTEMS

Polymetallic systems are magnetically coupled. The magnetic cou-
pling in the simple Heisenberg model can be described by the follow-
ing Hamiltonian (38–40):
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H � 
 JabSaSb . (4)

For all known cases of iron–sulfur proteins, J � 0, meaning that
the system is antiferromagnetically coupled through the Fe–S–Fe
moiety. Equation (4) produces a series of levels, each characterized by
a total spin S�, with an associated energy, which are populated ac-
cording to the Boltzmann distribution. Note that for each S� level
there is in principle an electron relaxation time. For most purposes it
is convenient to refer to an effective relaxation time for the whole
cluster.

Table I reports the observed NMR linewidths for the H� protons
of the coordinating cysteines in a series of iron–sulfur proteins with
increasing nuclearity of the cluster, and in different oxidation states.
We have attempted to rationalize the linewidths on the basis of the
equations describing the Solomon and Curie contributions to the nu-
clear transverse relaxation rate [Eqs. (1) and (2)]. When dealing with
polymetallic systems, the S� value of the ground state has been used
in the equations. When the ground state had S� � 0, reference was
made to the S� of the first excited state and the results were scaled
for the partial population of the state. In addition, in polymetallic
systems it is also important to account for the fact that the orbitals
of each iron atom contribute differently to the populated levels. For
each level, the enhancement of nuclear relaxation induced by each
iron is proportional to the square of the contribution of its orbitals
(34). In practice, one has to calculate the following coefficient for each
iron atom:

Ci j �
�Sjz�i

�S�z �i

, (5)

where �Sjz�i
is the contribution of metal j to the expectation value of �S�z �

of the ith level. In the present case we deal only with the ground state
(see earlier discussion). The relaxation rate induced by metal j is pro-
portional to C2

i j. The analytical derivation of this coefficient has been re-
ported for dimers (41), trimers (42), and tetramers (43–45). With these
tools, it has been possible to evaluate from the experimental linewidths
the effective electron relaxation times reported in Table I. It should be
noted that the electron relaxation rate in polymetallic systems is al-
ways equal to or less than that obtained for the monomer (i.e., the iron
in Rd) (46, 47). It is also interesting to observe that nonequivalent irons
belonging to the same cluster have the same electron relaxation times.
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This was already known in the case of dimers (48), but has never been
extended to cases of the trimers and tetramers.

For the Fe(III)–Fe(III) case in oxidized Fe2S2 , with a diamagnetic
S � 0 ground state, by assuming the two irons equivalent, the theory
predicts that the linewidths of the H� protons are reduced by a factor
of 2 with respect to the monomer if all levels are equally populated
(49); otherwise, the linewidth is further decreased in proportion to
the total magnetism. The electron relaxation rate is essentially equal
to that of a single Fe(III) (Table I). Indeed, H� protons are in general
hardly observed. In addition, the eight H� signals are often broad and
with similar shifts so that a single very broad signal is observed (4,
33, 50) (Fig. 2A).

In reduced Fe2S2 there is a localization of valences between Fe(III)
and Fe(II). The �s for both ions is shorter than that of the Fe(II) mono-
mer (Table I), whereas the linewidths of the signals of the Fe(III) and
Fe(II) domains depend on coefficients obtainable from the solution of
Eq. (4). As a result, the signals of the H� protons of the cysteines
bound to the Fe(III) are shifted beyond 100 ppm downfield with rela-
tively large linewidths, while those of the cysteines bound to the
Fe(II) domain are closer to the diamagnetic region and 5–10 times
narrower (50–53) (Fig. 2B). There are cases in which there is delocal-
ization of the valences (54, 55) but no NMR investigation is available.

For the [Fe3S4]1� core, containing three Fe(III) ions, the signals of
the H� protons of the coordinating cysteines are relatively narrow
(56–60) (signals a–d in Fig. 2C), because of the existence of accessible
magnetically coupled levels with the same total spin value, which
leads to short electron relaxation times (Table I). For systems con-
taining [Fe3S4]0 there is a chemical exchange phenomenon that broad-
ens all linewidths beyond detection, and nothing can be learned (61)
(see next paragraph).

The [Fe4S4]2� clusters contain four equivalent irons and give rela-
tively narrow signals (3, 7, 62, 63) (Fig. 2E). The electron relaxation
time is evaluated around 5 � 10�12 s (Table I), which is somewhat
smaller than that of the Fe(II) monomer. Also, the signals of [Fe4S4]3�

(15, 64–68) (Fig. 2D) and [Fe4S4]1� (8, 13, 69–71) (Fig. 2F) systems
are sharp.

III. Valence Delocalization

The application of the Hamiltonian in Eq. (4) allows the calculation
of energies of the eigenfunctions describing the levels arising from the
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FIG. 2. 1H NMR spectra of (A) oxidized spinach Fe2S2 ferredoxin (33); (B) reduced
spinach Fe2S2 ferredoxin (51); (C) oxidized Desulfovibrio gigas Fe3S4 ferredoxin (138);
(D) oxidized ectothiorhodospira halophila HiPIP iso-II (18); (E) reduced Chromatium
vinosum HiPIP (14); (F) fully reduced Clostridium pasteurianum 2(Fe4S4) ferredoxin
(139). Chemical shift values are in ppm.
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FIG. 2.—Continued

magnetic coupling. From these it is possible to obtain the hyperfine
coupling between the unpaired electron(s) and the various nuclei. We
avoid here a listing of equations that are available elsewhere (47).
Instead, we report graphically the results obtained in Fig. 3. How-
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ever, some consideration of the ground state is appropriate and en-
lightening. Such reasoning allows us to localize the valences within
the different clusters and within the protein frame. For example, in
the reduced [Fe2S2]1� ferredoxins there is an Fe(III) ion with S � ��

antiferromagnetically coupled to an S � 2 Fe(II). In the ground state
the spins have opposite orientation, and in the external magnetic field
the larger S � �� will be oriented along the magnetic field, whereas
the smaller S � 2 will be oriented against it. Consequently, the hyper-
fine shift of the nuclei in the S � 2 domain will experience a shift of
opposite sign with respect to an isolated S � 2 system. As the H�
protons of the cysteines in Rd are shifted downfield, those of the cys-
teines coordinating to the Fe(II) in [Fe2S2]1� Fd are expected to be
shifted upfield (Figs. 2B, and 3). An increase in the temperature will
increase the population of excited states, thus decreasing the effect of
the sign reversal (Fig. 3). At infinite temperature the effect of the
magnetic coupling on the shifts will be zero. Figure 4 shows a compar-
ison of the expected and experimental temperature dependence of the
hyperfine coupling (as measured by hyperfine contact shift) in an
[Fe2S2]1� system. The fact that [Fe2S2]1� systems conform to this be-
havior indicates that the valences are largely trapped and allows one
to distinguish the cysteines bound to the Fe(II) from those bound to
the Fe(III). A similar case is provided by [Fe4S4]3� systems in oxidized
high-potential iron–sulfur proteins (HiPIP), where Mössbauer (72, 73)
and NMR (74–76) spectroscopy results are consistent with a picture
of an Fe(III) and Fe(II) coupled to give a subspin S � ��, with the two
remaining Fe(III) centers giving a subspin S � 4. The two subspins
are antiferromagnetically coupled to give a ground state total spin
S� � ��. The S � �� subspin is indeed attributed to two Fe ions ferro-
magnetically coupled with an average valence of 2.5�. The H� pro-
tons of the cysteines coordinating to the Fe2.5� ions are downfield
shifted as usual, as they are bound to the larger subspin, whereas the
other two are upfield shifted, as they are bound to the smaller subspin
(Figs. 2D and 3). The temperature dependence is reported in Fig. 5.
The actual spin wavefunctions are still a matter of debate (43, 77–80),
as the ground-state subspin values of �� and 3 provide a similar analy-

FIG. 3. Theoretically expected cysteine H� chemical shifts (ppm) for iron–sulfur pro-
teins, together with associated temperature dependences (arrows). The arrows indicate
the direction where the signals move when the temperature is raised. The signals aris-
ing from systems containing nonequivalent iron ions are labeled according to the ion
to which the cysteine is bound. The case of reduced HiPIP is analogous to that of
oxidized Fd.
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FIG. 4. Top: Theoretical temperature dependence of the hyperfine shift of the H�
protons of reduced spinach [Fe2S2]1� ferredoxin (151). The solid line corresponds to the
situation where only one species exists in solution, whereas the dashed line corresponds
to a situation where there is fast equilibrium between two species (in a 20/80 ratio)
differing for the location of the extra electron (151). Bottom: Experimental temperature
dependence of the 1H NMR shifts. The signals are labeled as in Fig. 2B.
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FIG. 5. 1H NMR spectrum of oxidized Ectothiorhodospira halophila HiPIP iso-II (A)
and experimental temperature dependence of the shifts of the signals (B) (18).

sis. The description is also more complicated if low-symmetry compo-
nents are taken into account (76). In most cases, however, two pairs
of H� protons have values intermediate between those upfield and
downfield. This has been explained as due to an equilibrium between
two species, as shown in Fig. 6 (68). If the equilibrium is faster than
the difference in upfield and downfield shifts, one pair will belong to

FIG. 6. Equilibrium between two electron distributions in oxidized [Fe4S4]3� clusters
(68).
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a metal that will always be Fe(III), and another to a metal that will
always be Fe(2.5�), whereas the last two will belong to metals with
intermediate values. The existence of two Fe(II) and two Fe2.5� ions
has been postulated on the basis of analogous reasonings for proteins
containing [Fe4S4]1� clusters, although here the smaller value of the
antiferromagnetic coupling leads to a weaker differentiation between
the two pairs of iron atoms. The equilibrium model of [Fe4S4]3� is con-
firmed by the fact that when a cysteine is substituted with a serine
through site-directed mutagenesis, the iron bound to the serine ac-
quires a percentage of Fe(III) character higher than in the wild-type
protein because of the higher electronegativity of the bound oxygen.
Indeed, the Fe bound to cysteine-77 in C. vinosum HiPIP is 40% �
5% Fe(III), and becomes 65% � 5% when cysteine-77 is replaced by a
serine (coordinated to the iron as serinate) (81).

In the case of [Fe3S4]0, Mössbauer studies suggested the existence
of two Fe(2.5�) ions ferromagnetically coupled to give a subspin with
S � ��, in turn antiferromagnetically coupled to the S � �� Fe(III), the
total spin value being 2 (36, 82). The Fe(III) can be localized at the
vertex of the triangle of metal atoms. It was proposed that a chemical
equilibrium between the species with the Fe(III) at each of the three
vertices occurs on a time scale of the same order of magnitude as the
chemical shift differences between the two domains of the Fe. If this
is of the order of 106 s�1, the resulting line broadening would explain
the fact that NMR signals of the cysteine H� can not be detected even
in the 2H NMR spectra of a deuterium labeled sample (61).

In the case of oxidized Fe2S2 the two ions are equal, so there is no
valence trapping. The same holds, in principle, for [Fe3S4]1�. However,
here the three ions are always nonequivalent, i.e., two are more
strongly coupled together than the third, or all three have different
coupling values (42, 83, 84). The spectrum is reported in Fig. 2C. The
nonequivalence of the three Fe atoms may lead to their identification
within the protein frame. In the case of [Fe4S4]2� all the irons are
equivalent with oxidation state 2.5� (85, 86).

The hyperfine shift patterns for all cases discussed above are sum-
marized schematically in Fig. 3. It is worth pointing out again that
the variety of different behaviors observed experimentally can be pre-
dicted in a semiquantitative way just on the grounds of simple spin-
coupling considerations, based on the Hamiltonian in Eq. (4). At first
glance the analysis of the 1H NMR spectra provides precious informa-
tion on the existence of trapped valence or of partial delocalization on
pairs of irons formally at different oxidation states. Analysis of the
magnetic coupling properties can be carried out by using Eq. (4), and
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with the aid of variable-temperature spectra. NMR spectroscopy is
thus a powerful tool for investigating the electronic structure of iron–
sulfur clusters. The cases of valence trapping and valence delocaliza-
tion can be readily distinguished. Furthermore, in the case of trapped
valences, NMR provides the possibility of achieving a complete de-
scription of the localization of valences within the protein frame.

IV. Considerations on the Reduction Potential

The tendency of one iron to be reduced with respect to the other in
a cluster has been extensively studied by NMR. In the case of Fe2S2

the more reducible iron is that which is most solvent exposed, because
reduction gives an increase in the total negative charge on the active
site (i.e., the charge of the Fe2S2Cys4 moiety), which is stabilized by
the higher dielectric constant of the solvent (87, 88). Hydrogen bond-
ing to the sulfur atoms of the cluster (i.e., the so-called inorganic sul-
furs, and the S	 atoms of the cysteines) is probably of secondary im-
portance (88), although the difference in reduction potentials between
animal and plant ferredoxins has been accounted for on the basis of
a difference of one such hydrogen bond (89, 90).

The Fe4S4 centers of HiPIPs and ferredoxins have a different num-
ber of hydrogen bonds to the sulfur donor atoms, where this difference
is consistent with the observed lower potential of the [Fe4S4]3�/2� cou-
ple in the former (a higher number of hydrogen bonds gives higher
reduction potential) (91). The structure and hydrophobicity of the ac-
tive site surroundings in HiPIPs is responsible for the stabilization of
the lower overall charge of the oxidized [Fe4S4Cys4]1� moiety, and thus
can help account for the observed high reduction potential (87, 92,
93). Solvent accessibility (92) and the net charges present on the poly-
peptide chain (87, 93) have been proposed to account for the tuning of
the reduction potential within a series of related iron–sulfur proteins.
However, other authors have suggested that solvent accessibility
plays only a minor role (94).

As mentioned previously, in [Fe3S4]1� clusters, the three Fe(III) ions
are not completely equivalent. NMR spectroscopy may allow one to
locate the iron with the lowest reduction potential, as being the one
characterized by the weakest magnetic couplings with the other two
irons. However, this is true only if the energetic contributions due to
other factors, such as electrostatic effects or solvent accessibility (93),
are less important than those due to the magnetic coupling of the
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metal ions within the cluster. On the other hand, in [Fe4S4]2� clusters
the four iron ions are all equivalent and indistinguishable.

The magnetic coupling among the irons in iron–sulfur clusters may
also play a role in tuning their reduction potential. Indeed, the energy
spacing of the S� levels is dependent on the values of the iron–iron
coupling constants [see Hamiltonian in Eq. (4)], which thus affect the
distribution of populated levels at room temperature. This may con-
stitute a further reason for the wide range of reduction potentials
observed in ferredoxins, and help rationalize the high occurrence of
iron–sulfur clusters as redox centers in electron transfer proteins.

V. Solution Structure

The solution structure determination of iron–sulfur proteins is fea-
sible in most cases. To achieve this result, it is necessary to have
enough structural constraints to make it possible to obtain a family
of conformers with similar folding from many randomly generated
structures (95).

A. ASSIGNMENT AND STANDARD CONSTRAINTS

The first step for the solution structure determination of a protein
is to obtain an extensive assignment of the NMR signals arising from
the protons of the various amino acids of the protein. Standard tech-
niques have been developed to undergo this task (95), which are also
applicable to iron–sulfur proteins. However, to obtain a reasonable
number of assignments in the surroundings of the paramagnetic
metal center(s), it is very important to optimally tune the experimen-
tal parameters in order to detect paramagnetically broadened proton
signals (96). The criteria and practical methods for the optimization
of the most widely employed NMR experiments have been discussed
at length (47, 97, 98).

The second step is the detection of a high number of structural con-
straints. The constraints routinely used for solution structure deter-
mination of proteins (both diamagnetic and paramagnetic) are in-
terproton upper distance limits obtained from NOESY cross peak
intensities and 3J coupling constants (which may be converted into
dihedral angle constraints). The first class of constraints is the most
important. Indeed, solution structures of proteins may be obtained by
using only NOEs, but not by using only 3J coupling constants. Detec-
tion of enough 1H–1H NOEs for the amino acids close to the metal
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center(s) in iron–sulfur proteins is not a trivial task. In addition to
performing optimized 2D NOESY experiments, the use of 1D NOE
experiments is extremely useful in providing distance constraints for
the protons of the coordinating cysteines that are hyperfine shifted
outside the diamagnetic envelope (23). In the case of 3J coupling con-
stants, there are few examples available of their use for solution
structure determination of iron–sulfur proteins (99–101). It is known
that fast relaxation rates (e.g., as induced by a paramagnetic center)
lead to an underestimation of the 3J coupling values, and, ultimately,
to a deviation from the Karplus relationships normally used to relate
the measured couplings to structural parameters (102). In the two
earliest works (99, 100) no corrections were introduced for this effect,
without any major problem, probably because no 3J coupling values
could be measured for the residues closer to the paramagnetic metal
ions. More recently, a correction for 3JHNH� coupling values depending
on the longitudinal relaxation rates of the H� proton was introduced
prior to the use of the couplings as structural constraints (101).

B. NONSTANDARD CONSTRAINTS: NUCLEAR RELAXATION RATES

In addition to the standard constraints introduced previously,
structural constraints obtainable from the effects of the paramagnetic
center(s) on the NMR properties of the nuclei of the protein can be
used (24, 103). In iron–sulfur proteins, both nuclear relaxation rates
and hyperfine shifts can be employed for this purpose. The paramag-
netic enhancement of nuclear relaxation rates [Eqs. (1) and (2)] de-
pends on the sixth power of the nucleus–metal distance (note that
this is analogous to the case of NOEs, where there is a dependence on
the sixth power of the nucleus–nucleus distance). It is thus possible to
estimate such distances from nuclear relaxation rate measurements,
which can be converted into upper (and lower) distance limits. When
there is more than one metal ion, the individual contributions of all
metal ions must be summed up (101, 104–108). If all the metal ions
are equivalent (as in reduced HiPIPs), the global paramagnetic contri-
bution to the Ith nuclear relaxation rate is given by

RI � K M
n�1

1
r6

In
, (6)

where the sum spans all M metal ions. The term K serves to collect
all the constants and all the electronic parameters present in Eqs. (1)
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and (2). The actual constraints will thus be upper (and lower) limits
for the sum in Eq. (6) (101, 105). In the general case where the metal
ions are not equivalent (e.g., in oxidized HiPIPs, where there are two
pairs of equivalent irons), the following equation will apply:

RI � M
n�1

Kn

r6
In

, (7)

where Kn contains the electronic parameters of the nth metal ion. In
this case the different Kn values should be obtained by, for example,
a fitting of the measured paramagnetic enhancements of nuclear re-
laxation rates to a preliminary structure obtained only with NOEs.
Structure calculations will be run in which the system is constrained
to fold in a way such that the calculated relaxation rates match the
experimental values (within a certain tolerance, which is related to
the error in the measurements and in the fitting) (108). Several exam-
ples of the application of this technique to solution structure determi-
nation of iron–sulfur proteins are already available (101, 105, 108–
111).

C. NONSTANDARD CONSTRAINTS: HYPERFINE SHIFTS

As mentioned in the Introduction, in iron–sulfur proteins, the hy-
perfine shifts of the nuclei of the coordinating cysteines are essen-
tially contact in origin (21, 22). In the case of [Fe4S4]2� (17) and
[Fe3S4]� (112) cluster, it has been shown that the hyperfine shift of
the cysteinyl H� and C� nuclei can be related to the value of the
Fe–S	–C�–H�/C� dihedral angle (�) through a Karplus-type rela-
tionship of the form

�hyp � a sin2 � � b cos � � c, (8)

where a, b, and c depend on the electronic structure. Equation (8)
represents the sum of two contributions arising from two mechanisms
for unpaired electron spin density delocalization. One is due to the
overlap of the 1s orbital of the observed nucleus (H� or C�) with the
Fe–S	 � bond, and its contribution to the hyperfine shifts follows the
Karplus relationship (113, 114), as in

�hyp � a� cos2 � � b� cos � � c�. (9)
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TABLE II

BEST FITTING VALUES OF THE PARAMETERS a, b, AND c OF EQ. (7) (SEE TEXT FOR DETAILS)

a b c

[Fe4S4]2� H� 10.3 � 0.9 �2.2 � 0.4 3.9 � 0.5
[Fe4S4]2� C� 16.2 � 4.5 �5.3 � 2.7 15.2 � 3.7
[Fe3S4]� H� cysteines I and II 23.0 � 4.0 1.0 � 1.3 2.8 � 1.6
[Fe3S4]� H� cysteine III �12.9 � 6.7 �2.3 � 1.0 27.8 � 1.9

The second mechanism for delocalization is the direct overlap be-
tween the 1s orbital of the observed nucleus (H� or C�) with the non-
bonding pz orbital of the sulfur, and is described by (115–117)

�hyp � a� sin2 � � c�. (10)

From the fitting of a number of data for proteins of known structure
it has been possible to obtain the values of the three parameters a, b,
and c in Eq. (8). For [Fe4S4]2� clusters, the four coordinating cysteines
are equivalent, because of the equivalence of the irons. Instead, in the
case of [Fe3S4]� containing systems, the first two cluster-bound cys-
teines in the sequence have the same angular dependence (with some
approximation), whereas the third one has a different dependence. This
is due to the magnetic coupling between the irons in the cluster (see the
paragraph on valence delocalization). The two groups of cysteines have
thus been fitted independently and have different parameter values.
The values obtained for a, b, and c are listed in Table II, where the qual-
ity of the fits is shown in Fig. 7. As is evident from Fig. 7, a wealth of
data is available for the H� protons of the coordinating cysteines in
[Fe4S4]2� containing systems. A good, though smaller, number of data
are available also for the C� carbons in the same systems. Many fewer
data are available for the H� protons of the coordinating cysteines in
[Fe3S4]� containing systems, because, to date, only three systems have
been satisfactorily characterized both from the NMR and the structural
point of view. In spite of this the parametrizations obtained for [Fe3S4]�-
containing systems have proved useful and reliable in structural stud-
ies (112). It can be observed from Table II that for the cysteines bound
to [Fe4S4]2� clusters and for the first two cysteines bound to [Fe3S4]� clus-
ters, the a values are positive, and somewhat larger than the b and c
values, whereas for the third cysteine of [Fe3S4]� clusters the a value is
negative, and smaller than the constant term c. This indicates that in
the former two cases the unpaired spin density delocalization mecha-
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FIG. 7. Fittings to Eq. (7) of the hyperfine shifts of (A) H� protons of cysteines bound
to [Fe4S4]2� clusters [open diamonds: oxidized C. pasteurianum Fd (17); crosses: oxidized
C. acidi urici Fd (17); open up triangles: reduced C. vinosum HiPIP (15); open squares:
reduced E. halophila HiPIP I (95); filled down triangles: reduced E. halophila HiPIP
(74); open circles: reduced E. vacuolata HiPIP I (66); dotted down triangles: oxidized B.
schlegelii Fd (140)]; (B) C� carbons of cysteines bound to [Fe4S4]2� clusters [open
squares: oxidized C. acidi urici Fd (17); filled squares: reduced E. halophila HiPIP I
(100); open down triangles, oxidized C. pasteurianum Fd (141)]; (C) H� protons of the
first two cysteines (in sequence) bound to the [Fe3S4]1� cluster in Fe3S4 or Fe7S8 ferredox-
ins [open squares: oxidized D. gigas Fd (138); filled squares: A. vinelandii Fd I (142);
open diamonds: oxidized B. schlegelii Fd (140)]; (D) H� protons of the third cysteine (in
sequence) bound to the [Fe3S4]� cluster in Fe3S4 or Fe7S8 ferredoxins [open squares:
ozidized D. gigas Fd (138); filled squares: A. vinelandii Fd I (142); open diamonds:
oxidized B. schlegelii Fd (140)].

nism is essentially the direct overlap of the hydrogen (or C�) 1s orbital
with a nonbonding p orbital of the sulfur. In the latter case instead the
dominant mechanism is the overlap of the 1s orbital with the Fe–S�
bond, leading to the negative sign of a. The large value of the constant
term c indicates that both mechanisms are operative (as one is contrib-
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uting to the hyperfine shift through a cos2 angle dependence, whereas
the other is contributing through a sin2 angle dependence; when both
are operative there is no angular dependence).

D. EXAMPLES

Table III reports structural statistics relative to the solution struc-
tures of iron–sulfur proteins available from the Protein Data Bank
(118). The lowest percentage of residue assignment occurs for oxi-
dized Synechococcus elongatus Fd (119). The highest percentage of
proton assignment is instead obtained for oxidized E. halophila
HiPIP, with a value as high as 95% (120). A close figure was also
obtained for the reduced protein (94%). In the latter case, such high
values are obtained also thanks to the availability of 15N, 13C labeled
samples (101). The number of NOEs (including 1D NOEs) per as-
signed residue varies from around 10 up to 35, with the exception of
T. litoralis Fd (121), values that are quite comparable with those ob-
tained for diamagnetic proteins. Also, the backbone RMSD values are
those typical of very well defined structures, although it must be said
that the mean values reported in Table III do not allow one to tell
whether there are poorly defined regions, such as in the surroundings
of the metal center(s). The values of the target function show that
in all cases there is very good agreement between the experimental
constraints and the obtained structures. The relatively high target
function value of oxidized C. pasteurianum Fd is due to the fact that
in this case relaxation-rate-based constraints were introduced with-
out readjusting the upper distance limits, which had been calibrated
independently (105). This procedure leads to slight inconsistencies be-
tween the two groups of restraints, reflected in a higher value of the
target function. However, in the present case the target function is
still that typical of a good structure. As examples, the solution struc-
tures of reduced E. halophila HiPIP (101), oxidized C. pasteurianum
Fe8S8 Fd (105), and oxidized B. schlegelii Fe7S8 Fd (112) are shown in
Figs. 8–10. These three structures have been obtained by employing
nonconventional paramagnetic constraints together with NOE con-
straints (Table III).

VI. Folding

Investigation of the polypeptide folding properties of iron–sulfur
via NMR spectroscopy began in 1997 (122). All studies performed to
date have focused on the effect of the addition of guanidinium chloride
(GdmCl hereafter) to protein solutions. Under these conditions, re-
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TABLE III

NMR ASSIGNMENTS, STRUCTURAL CONSTRAINTS, AND STRUCTURAL PARAMETERS FOR THE AVAILABLE

NMR SOLUTION STRUCTURES OF IRON–SULFUR PROTEINSa,b

RMSD
Number of Number of constraints (BB) Average

amino acids from target
(assigned % 1H Fe–S	–C�–C� mean Number of function PDB

Protein (cofactor) amino acids) assignment NOE RI dihedral angle (Å) conformers (Å) entry

Reduced C. p. rubredoxin 54 (46) 76 1267 36 — 0.58 20 0.54 1BFY
(Fe2�) (110)

Oxidized parsley ferre- 96 (87) 84 3066 33 — 0.52 20 0.84 1PFD
doxin I ([Fe2S2]2�) (111)

Oxidized S. sp. PCC 6803 96 (76) n.a. 605c — — n.a. 3 � 3d n.a. 1DOX,
ferredoxin ([Fe2S2]2�) 1DOY
(132)

Oxidized S. e. ferredoxin 97 (76) n.a. 946e — — 0.61 10 1.38 2CJO,
([Fe2S2]2�) (119, 133) 2CJN

Reduced E. h. HiPIP I 73 (72) 94 1285 58 4 0.31 15 0.59 1PIH,
([Fe4S4]2�) (101) 1PIJ

Oxidized E. h. HiPIP I 73 (73) 95 1437 27 — 0.63 15 0.53 n.a.
([Fe4S4]3�) (108)

Reduced C. v. HiPIP 85 (83) 85 1489 — — 0.42 15 0.56 1HRQ,
([Fe4S4]2�) (134) 1HRR

Oxidized C. v. HiPIP 85 (84) 85 1537 — — 0.39 15 0.51 1NEH
([Fe4S4]3�) (135)

Reduced C77S C. v. 85 (85) 87 1591 — — 0.42 15 �0.50 1NOE
HiPIP ([Fe4S4]2�) (100)

Oxidized T. m. ferredoxin 60 (51) n.a. 683 — — 0.55 10 n.a. 1ROF
([Fe4S4]2�) (136)

Oxidized T. l ferredoxin 59 (58) n.a 331 32f 4 n.a. 5 � 5g n.a. n.a.
([Fe4S4]2�) (121)

Oxidized B. s. ferredoxin 77 (72) 79 1305 — 6 0.68 20 0.73 1BC6,
([Fe3S4]�, [Fe4S4]2�) 1BD6
(112)

Oxidized C. p. ferredoxin 55 (53) 79 536 69 8 0.40 16 2.12 1CLF
(2[Fe4S4]2�) (105)

Oxidized D. a. ferredoxin 64 (62) n.a. 549h — 4 0.49 19 n.a. 1DFD,
I([Fe4S4]2�) (137) 1DAX

a n.a.: not available.
b a � sign indicates that no constraints of that kind were used in structure calculations.
c Plus 52 upper distance limits from the cluster for protons that could not be detected, 126 lower distance limits from the

cluster for protons without any appreciable paramagnetic line broadening, and 42 distance constraints derived from hydrogen
bonds (132).

d Three structures were calculated with an imposed disulfide bridge, and three without it (132).
e Plus 241 distance constraints for the unassigned residues close to the iron–sulfur cluster derived from the X-ray structure

(119).
f The constraints of 18 protons comprised both upper and lower limits, whereas other 14 had only upper distance limits (121).
g Five structures were calculated with Fe–S	–C�–C� dihedral angle constraints, and five without (121).
h Plus 38 distance constraints derived from hydrogen bonds (131).

duced HiPIPs are characterized by the presence of a stable intermedi-
ate between the native and the denatured state, where the Fe4S2�

4

cluster is still intact (Fig. 11) (122). A comparison between 1D NOE
experiments performed on the intermediate of C. vinosum HiPIP and
1D NOE performed on the native protein has shown that all four cys-
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FIG. 8. Display of the backbone of the NMR structure of reduced E. halophila HiPIP
(100) as a tube with variable radius, proportional to the backbone RMSD of each resi-
due. The figure was generated with the program MOLMOL (143).

FIG. 9. Display of the backbone of the NMR structure of oxidized C. pasteurianum
Fe8S8 Fd (104) as a tube with variable radius, proportional to the backbone RMSD of
each residue. The figure was generated with the program MOLMOL (143).
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FIG. 10. Display of the backbone of the NMR structure of oxidized B. schlegelii Fe7S8

Fd (111) as a tube with variable radius, proportional to the backbone RMSD of each
residue. The figure was generated with the program MOLMOL (143).

teines are coordinated to the cluster with the same spatial arrange-
ment as in the native protein. On the other hand, the protein tertiary
structure is essentially maintained only in the region close to cysteine
I (i.e., the first ligand cysteine in the protein sequence, Cys 43),
whereas it is deeply changed in proximity of cysteines III and IV (Cys
63 and 77, respectively). The free energy difference between the inter-
mediate and the native state at [GdmCl] � 0 M has been estimated
for both C. vinosum and E. halophila HiPIPs. Its value is the same,
within experimental error, for both proteins: around 20 kJ mol�1 (122,
123). The oxidized Fe4S3�

4 cluster is extremely unstable at any signifi-
cant GdmCl concentration. Addition of GdmCl to a solution of oxi-
dized C. vinosum HiPIP to a final concentration such as to generate
less than 2% of the reduced intermediate species yielded a complete
immediate bleaching of the solution, because of the irreversible loss
of the cluster. From this observation, it has been proposed that the
concentration of intermediate present in the absence of GdmCl (of the
order of 0.01% with respect to the native protein) may mediate the
experimentally observed slow hydrolytic decomposition of oxidized
HiPIP (122). It is interesting to recall that it is possible to assemble
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FIG. 11. 600 MHz 1H NMR spectra of reduced Chromatium vinosum HiPIP with
increasing GdmCl concentrations: (A) [GdmCl] � 0 M; (B) [GdmCl] � 3.3 M; (C)
[GdmCl] � 3.7 M; (D) [GdmCl] � 4.0 M; (E) [GdmCl] � 4.4 M. (pH � 6.8, T � 290
K) (122).

model compounds containing the reduced [Fe4S4]2� cluster in protic
solvents, whereas this is not possible for the oxidized [Fe4S4]3� cluster.
This, together with the previously summarized findings, supports the
hypothesis that the polypeptide chain plays a fundamental role in
stabilizing the [Fe4S4]3� cluster in oxidized HiPIPs by shielding it from
the solvent. When this protection is removed, for example, because of



276 BERTINI, LUCHINAT, AND ROSATO

the addition of denaturants, the cluster is immediately hydrolyzed.
On the other hand, the reduced [Fe4S4]2� cluster is more stable toward
hydrolysis, and an intermediate partially unfolded species is observ-
able (122). However, the polypeptide chain still plays a role in the
stabilization of this intermediate. Indeed, it has been observed that
the intermediate reduced species formed by E. halophila HiPIP is less
stable than that formed by C. vinosum HiPIP. As their free energy
differences with respect to the native state are equal, it must be con-
cluded that the differences in stability arise from the different kinetic
control of the protein part of the hydrolysis reaction.

The information available for other iron–sulfur proteins is much less
detailed. The titration of the Cys77Ser mutant of C. vinosum HiPIP,
where cysteine IV has been replaced by a serine, showed the existence
of an intermediate state, which, however, is much less stable than that
of the wild-type protein (123). From the analysis of the variations in
chemical shift at low [GdmCl], it was deduced that the structural re-
arrangement of the Fe–O–C–H dihedral angle upon addition of GdmCl
was much larger than that of the corresponding Fe–S–C–H angle in
the wild-type protein (123). Unfortunately, the low stability of the pro-
tein in the intermediate state prevented further structural investiga-
tions. For the Fe8S8 Fd from C. pasteurianum, containing two [Fe4S4]2�

clusters, a marked difference in the behavior of the two clusters upon
addition of GdmCl was reported (123). In the presence of the denatur-
ant, the environment of cluster I gradually undergoes a major struc-
tural rearrangement, whereas cluster II remains essentially unaltered.
This is revealed by the disappearance of the hyperfine shifted signals
of the H� protons of the cysteines bound to cluster I, together with the
simultaneous appearance of new hyperfine shifted signals, in contrast
with the absence of significant changes in the signals of the cysteines
coordinating to cluster II (123). However, the intermediate species is
unstable, and a more detailed investigation was not possible. Cluster I
in clostridial ferredoxins is also more reactive in the presence of ferricy-
anide, which leads to the formation of a Fe3S4 cluster (124).

VII. Perspectives

Perspectives on the field of NMR of iron–sulfur proteins are those
common to the broader field of NMR of diamagnetic proteins, with a
particular need for high technical skills. For some applications, new
experiments/protocols tailored for the study of paramagnetic systems
such as those described here will probably have to be designed and
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developed. One such case may be that of the investigation via 15N
relaxation measurements of protein mobility in the 10�9–10�12 s time
scale. Here the effects of nuclear relaxation induced by the paramag-
netic center(s) must be taken into account in order to obtain sensible
information. This implies that the currently available programs and
computational procedures must be integrated with the appropriate
equations describing the paramagnetic contribution to the nuclear re-
laxation rates. Alternatively, different experimental procedures
aimed at obtaining information on the motions of interest in a way
such that the effects of paramagnetic relaxation become negligible
may be introduced (125). Instead, the NMR experiments currently
used to detect protein mobility in the 10�3–10�6 s time scale are proba-
bly insensitive to paramagnetic relaxation (126).

Two fascinating problems (which are deeply interdependent) still
open in the field of iron–sulfur proteins are those of the mechanisms
of the folding and of the metal(s) uptake. Here NMR studies are al-
ready providing the first insights (see the paragraph on folding). How-
ever, complete structural and dynamic characterization of intermedi-
ate states on the folding pathway is still lacking. In addition, the
effects of different denaturing conditions (e.g., low pH, high tempera-
ture) have never been investigated. Some studies providing insights
on the mechanisms for degradation of the Fe4S4 cluster in HiPIPs are
already available (127–129). Furthermore, it is known that under re-
ducing conditions it is possible to reconstitute the iron–sulfur centers
in ferredoxins (130). If an appropriate experimental setup can be de-
vised, the application of NMR spectroscopy to such systems could pro-
vide intriguing results (131).
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I. Introduction

This review concerns proteins that contain both nickel and iron.
Below are listed the three known proteins of this class and the reac-
tions that they catalyze. The active sites of all of these consist of het-
erometallic nickel–iron–sulfur (NiFeS) clusters. The terms used will
be explained later in the text.

Hydrogenase: 2H� � 2e�� �—� H� � H�� �—� H2 (1)

CO dehydrogenase: CO � H2O �—� 2H� � CO2 � 2e� (2)

Acetyl-CoA synthase: CH3–CFeSP � CoA–SH � CO �—� (3)
CH3–CO–SCoA � CFeSP
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A. GENERAL PROPERTIES OF NICKEL AND IRON

Derived from the German word meaning ‘‘devil’s copper,’’ nickel is
found predominantly in two isotopic forms, 58Ni (68% natural abun-
dance) and 60Ni (26%). Ni exists in four oxidation states, 0, I, II, III,
and IV. Ni(II), which is the most common oxidation state, has an ionic
radius of �65 pm in the four-coordinate state and �80 pm in the
octahedral low-spin state. The Ni(II) aqua cation exhibits a pKa of 9.9.
It forms tight complexes with histidine (log Kf � 15.9) and, among the
first-row transition metals, is second only to Cu(II) in its ability to
complex with acidic amino acids (log Kf � 6–7 (1). Although Ni(II)
is most common, the paramagnetic Ni(I) and Ni(III) states are also
attainable. Ni(I), a d9 metal, can exist only in the S � �� state, whereas
Ni(III), a d7 ion, can be either S � �� or S � ��.

Iron is the most abundant, useful, and important of all metals. For
example, in the 70-kg human, there is approximately 4.2 g of iron. It
can exist in the 0, I, II, III, and IV oxidation states, although the II
and III ions are most common. Numerous complexes of the ferrous
and ferric states are available. The Fe(II) and Fe(III) aquo complexes
have vastly different pKa values of 9.5 and 2.2, respectively. Iron is
found predominantly as 56Fe (92%) with smaller abundances of 54Fe
(6%), 57Fe (2.2%), and 58Fe (0.3%). 57Fe is highly useful for spectro-
scopic studies because it has a nuclear spin of ��. There has been specu-
lation that life originated at the surface of iron-sulfide precipitants
such as pyrite or greigite that could have caused autocatalytic reac-
tions leading to the first metabolic pathways (2, 3).

B. OCCURRENCE OF NICKEL AND IRON IN PROTEINS

There are hundreds of iron-containing enzymes. In general, the iron
can exist as (a) a mononuclear site, in which it is coordinated by a
tetrapyrrole structure (hemes) or strictly by amino acid residues that
donate oxo, nitrogen, or sulfur ligands; (b) a dinuclear site in which
the irons are bridged by oxo, nitrogen, or sulfur coordination; (c) a
trinuclear site as in the 3Fe–4S clusters; or (d) a tetranuclear site as
in the [4Fe–4S] clusters.

In contrast to the abundance of Fe-proteins, there are only six
known nickel-containing enzymes: hydrogenase, CO dehydrogenase
(CODA), acetyl-CoA synthase (ACS), superoxide dismutase, urease,
and S-methyl-CoM methylreductase. Among these enzymes, it exists
in very diverse environments, including a dinickel site (urease), a
Ni–Fe heterobinuclear site (hydrogenase), a Ni–Fe4S4 heterometallic
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cluster (CODH, ACS), and as the central ion in a tetrapyrrole (F430
in methyl-CoM reductase). Several recent reviews on aspects of Ni
biochemistry are available. These include general reviews on nickel
biochemistry (4–7) and the biomimetic chemistry of Ni (8). In addi-
tion, there are reviews dealing specifically with hydrogenases (9–11),
CODHs (12–14), and methyl-CoM reductase (15).

II. General Concepts Regarding Nickel and Iron–Sulfur

A. UPTAKE OF NICKEL AND IRON

The first problem that an organism faces in generating an active
hydrogenase or CO dehydrogenase is to import the transition metal
from the extracellular milieu. A review on transition metal uptake
and storage is available (16). Here we will discuss the latest results
concerning this process. For nickel, the problem is formidable—how
to specifically extract nickel in the presence of other cations that are
of similar charge and size and are present at higher concentrations.
The total Ni concentration in most natural environments is in the low
nanomolar range. For example, in freshwater or seawater, the total
concentration is �20 nM (17). Survival requires efficient and highly
specific Ni uptake systems. The concentration of iron varies greatly
in different systems. For example, in seawater, the iron concentration
can be in the range of 0.05 to 5 nM. In the human bloodstream the
total concentrations of nickel and iron are �0.5 and 200 nM, respec-
tively.

Delivery of nickel (10, 18) and iron (16) and their assembly into the
active sites of metalloenzymes are the subjects of recent reviews. The
quantity of bioavailable metal ion poses an additional restriction,
since this can be significantly less than the total amount of ion and
is influenced by many factors, including the inherent complexation
properties of the metal, the pH, and the concentration of potential
chelators and precipitation agents (e.g., phosphate buffer) (1). For ex-
ample, the solubility of hydrated ferric iron is 10�18 M (16) and tight
complexing agents called siderophores are secreted by organisms to
capture iron from the extracellular milieu and maintain its solubility
(19). Of course, this solution raises another problem—how to release
the metal from the strongly coordinating chelate complex. Release of
iron apparently involves redox (conversion to Fe(II) and acid–base
(lowering the pH) chemistry.

As will be discussed later, two types of high-affinity Ni transporters
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have been identified. One is a multicomponent system that uses ATP
to concentrate Ni (NikABCDE) (20, 21). The other is a one-component
Ni transporter (NixA, UreH, HupN, or HoxN, depending on the or-
ganism) (10, 22–25).

III. Hydrogenase

A. INTRODUCTORY REMARKS

The uptake and/or production of molecular hydrogen by chemo-
trophic and phototrophic microorganisms according to the reaction
shown in (1) is mediated by enzymes called hydrogenases (26, 27).
Reaction (1) is heterolytic (28), producing H� and H� in the first step.
Two major types of hydrogenases exist: Fe-only and Ni–Fe-containing
enzymes (29, 30). The Ni–Fe hydrogenases are by far the most exten-
sively studied ones. They are heterodimeric enzymes with fairly con-
served 60-kDa subunits and relatively diverse 30-kDa subunits (31).
Crystal structures for the Desulfovibrio gigas and D. desulfuricans
Miyazaki F enzymes have been published (32, 33). In addition, the
structures of D. fructosovorans Ni–Fe and Desulfomicrobium bacula-
tum Ni–Fe–Se hydrogenases have also been recently determined (34,
35). These studies have shown that the active site is deeply buried in
the structure, thus requiring the presence of both proton and electron
transfer pathways. Also, the issue of substrate accessibility to the ac-
tive center has been addressed (36) and will be briefly discussed later.
The structure of the D. gigas hydrogenase is depicted in Fig. 1.

B. HYDROGENASE SYNTHESIS AND MATURATION

Hydrogenase operons are complex in that they possess, in addition
to the structural genes coding for the two subunits, many other open
reading frames whose corresponding transcribed proteins have been
described as either regulatory or accessory. Although the roles of the
latter have not been elucidated in every case, in general they seem to
be Ni-binding proteins involved in active center assembly and/or en-
zyme activation (37).

1. Nickel Transport

Functional proteins are also involved in high-affinity Ni transport
for hydrogenase synthesis. One example is the nikABCDE gene clus-
ter of Escherichia coli (20). NikA is a periplasmic Ni-binding protein,
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FIG. 1. Ribbon representation of the three-dimensional structure of D. gigas hydro-
genase (32). The large subunit is represented in dark gray. Fe is represented by black
spheres, Ni by gray spheres, and inorganic sulfur by white spheres. The C-terminal
end of the large subunit is close to the Ni and completely buried in the structure.

NikB and NikC are integral membrane proteins, and NikD and NikE
contain ATP binding motifs (38). Another example is the Ni permease
HoxN of Alcaligenes eutrophus, whose expression is under the control
of the hydrogenase hox operon (25). The HoxN protein seems to be
generally involved in providing Ni to the cell because inactivation of
hoxN not only led to an increase in Ni requirement for the synthesis
of active NiFe-hydrogenases, but was also required for urease holoen-
zyme synthesis (39). HoxN has extremely high specificity and affinity
for Ni ions and, as a consequence, only traces of this ion are required
for the expression of A. eutrophus active Ni-dependent hydrogenases
and ureases (39). Using a combination of hydropathic profile amino
acid sequence analyses and genetically engineered insertion of spe-
cific markers for periplasmic and cytoplasmic activities, Wolfram,
Friedich, and Eitinger (25) have generated a topological model of
HoxN. According to these studies, HoxN appeared to be a membrane
protein containing seven transmembrane helices. However, the cor-
rection of an error in the originally published hoxN nucleotide se-
quence has prompted these authors to add an eighth helix to their
model (38). Mutations of a His–Asp–His motif conserved in this Ni
permease, resulted in dramatically impaired Ni2� uptake indicating
that these residues are involved in substrate recognition (38).
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2. Proteins Involved in Enzyme Maturation

In addition to transport proteins that fulfill the requirement of
bringing Ni2� ions to the cytoplasm, the correct assembly of hydro-
genase active site requires several other types of proteins. As opposed
to apoureases (40) and Ni-deficient CODH A-clusters (41), in vitro Ni
incorporation is not possible in apohydrogenases. This is most likely
due to the fact that hydrogenase maturation generally requires the
proteolysis of a C-terminal peptide from the 60-kDa large subunit
(11), a process that buries the Ni-containing active site in the struc-
ture (32) and, consequently, is likely to be an irreversible one (Fig. 1).
If Ni is not present, the unprocessed form of the large subunit accu-
mulates (42, 43). However, subsequent addition of Ni to cell-free ex-
tracts results in the processing of the subunit, indicating the exis-
tence of a Ni-dependent protease specific for hydrogenase maturation
(43). Maier and Böck have confirmed and extended these observations
by measuring the effect of the various accessory proteins on E. coli
hydrogenase 3 maturation (44). Using Ni-free cell extracts of a nik�

(Ni transport deficient) mutant, these authors have determined the
need for accessory proteins HypB, HypC, HypD, HypE, HypF, and
protease NycI for the development of hydrogenase activity starting
from a HycE (large subunit) precursor. The requirement for each of
these proteins was assessed by using nik�/accessory protein gene�

double mutants. Ni2� specifically elicited hydrogenase large-subunit
maturation, as none of Fe2�, Co2�, Cu2�, or Zn2� was able to replace it.
The following conclusions were reached by Maier and Böck (44): (1)
The HycE precursor that accumulates in mutants affected in hypA,
hypC, hypD, hypE, or hypF functions is incompetent for processing;
(2) addition of Ni to a hypB deletion mutant indicates that the accu-
mulated HycE precursor can be partially processed in vivo, but not in
vitro; (3) addition of Ni to a nik� mutant shows processing of HycE
precursor both in vivo and in vitro; (4) the HycE precursor accumu-
lated in a hycI deletion mutant already contains Ni in vivo and can
be maturated by purified HycI protease in vitro. HoxW, a protease
similar to HycI, has been described in Alcaligenes eutrophus (45).
Massanz et al. (46) have shown that in A. eutrophus an Ala � Pro
mutation at the first residue of the 24-amino acid normally cleaved
peptide blocks proteolysis of the C-terminal region of the large sub-
unit of the NAD-reducing hydrogenase. The resulting mutant could
bind Ni but was not able to form the stable tetrameric (hydrogen-
ase : diaphorase) holoenzyme. A second mutation introduced a stop co-
don at the Ala position. This time, the mutated enzyme could not bind
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Ni, but it had the native enzyme oligomeric organization (46). Thus,
the C-terminal extension is needed for Ni incorporation, which, in
turn, is not needed for subunit assembly.

Very significant progress has been made in further characterizing
the role of several of the previously identified gene products: HypB is
a Ni-binding protein with GTPase activity found in Bradyrhizobium
japonicum (47) and Rhizobium leguminosum (the equivalent E. Coli
HydB GTPase does not seem to bind Ni). In contradiction with results
reported for A. vinelandii (43), addition of GTP to cell extracts did not
stimulate the in vitro E. coli HypB-mediated large subunit processing
(11). HypC of hydrogenase 3 from E. coli has been found to bind the
precursor of HycE, probably keeping it in a conformation that is ac-
cessible for metal incorporation (48). HypF of R. capsulatus partici-
pates in the maturation of the HupSL structural hydrogenase genes,
probably mediating Ni insertion.

3. Hydrogen Sensor Proteins and the Control of
Hydrogenase Expression

HypF also seems to be involved in the maturation of the sensor
proteins HupU/V (49). These constitute an additional group of pro-
teins homologous to hydrogenases that lack the C-terminal matura-
tion peptide of the large subunit (50–52). These proteins are postu-
lated to be part of two-component regulatory systems involved in the
control of hydrogenase expression. In B. japonicum, R. capsulatus, and
A. eutrophus, the respective hydrogenase-like gene sequences hupU,
hupV, and hoxB/C are associated with genes coding for soluble protein
histidine kinases (HupT in B. japonicum and R. capsulatus (53),
HydH in E. coli and HoxJ in A. eutrophus) which are autophosphory-
latable sensor proteins (50, 54). HupU shares amino acid similarities
with both the large and small subunits of hydrogenase and can be
regarded as an in-frame fusion of the hupL and hupS R. capsulatus
structural genes. Upon induction by H2 , the hydrogenase-like protein
provokes the phosphorylation of a NtrC-like transcription regulator
by the kinase. NtrC-like transcription regulators have been found in
E. coli (HydG) (54), R. capsulatus (HupR) (55, 56), and B. japonicum
(57) and A. alcaligenes (HoxA) (54). Phosphorylated HupR has been
shown to bind to DNA and act as a transducer of the H2 signal, acti-
vating in vivo transcription of the hupS (hydrogenase small subunit)
structural gene (56).

The hydrogenase-like proteins are known to catalyze the H/D ex-
change reaction, typical of hydrogenase (58). It remains to be deter-
mined to what extent the hydrogen binding site of these proteins re-
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sembles the active site of Ni–Fe hydrogenases (49). As opposed to
hydrogenases that are periplasmic enzymes, the R. capsulatus
HupUV proteins seem to be cytoplasmic, as indicated by their insensi-
tivity to external pH changes (58). That hydrogenase-like proteins are
in general cytoplasmic is suggested by the fact that there is no signal
peptide in HoxB. The signal peptide of the equivalent subunit in A.
hydrogenophilus hydrogenase is normally responsible for transloca-
tion of the holoenzyme (54).

4. Occurrence of the Hydrogenase Maturation Process

The maturation process described earlier seems to be absent from
a CO-dependent, CO-tolerant hydrogenase (CooH) whose gene lacks
the sequence coding for the normally proteolyzed C-terminal peptide
(59). The cooH gene is found upstream from cooF, a gene closely re-
lated to the cooS CODH structural gene (60). Although it is not clear
whether CooH contains Ni, the four Ni cysteinyl active site ligands
found in the D. gigas hydrogenase (see later discussion) are present
in the CooH amino acid sequence. If this novel enzyme is indeed a Ni-
protein, then the process of active site assembly must differ signifi-
cantly from its counterpart in CO-independent [NiFe] hydrogenases.
Since, as indicated previously, the hupU and hupV gene sequences
also lack the C-terminal ‘‘maturation’’ region and may contain Ni, the
assembly process could be similar in the two cases.

5. Effect of Posttranslational Processes on the Assembly of the Fe Ion
at the Active Site

HypX from Rhizobium leguminosarum (61) and HoxX from Brady-
rhizobium japonicum (62) are proteins associated with the posttrans-
lational processing of Ni–Fe hydrogenases. Interestingly, these pro-
teins present amino acid sequence homologies with N10-formyl
tetrahydrofolate-dependent enzymes, which are involved in the trans-
fer of one-carbon units, and with the enoyl-coenzyme A hydratase/
isomerase family of proteins. HypX has been proposed to play a role
in the assembly of the Fe–Ni active center of hydrogenases. The one-
carbon unit transfer putative activity of this protein implies that it
might be involved in the synthesis of CO and/or CN�, which are li-
gands to the Fe center (see Section C,2,c and Fig. 2).

C. THE ACTIVE SITE

1. X-ray Structure

a. A Binuclear Ni–Fe Center Prior to the solution of the crystal
structure of D. gigas hydrogenase, its active site was thought to con-
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FIG. 2. Stereo view of the active site of D. gigas hydrogenase (reprinted with permis-
sion from (65); copyright 1997, American Chemical Society). L1 and L2 are diatomic
ligands that form hydrogen bonds with the protein-; they are supposed to be the two
CN’s molecules. The third ligand L3 sits in a hydrophobic pocket and is assumed to be
the CO. The ? designates the putative oxo bridging ligand.

sist of a mononuclear Ni center (9) with mixed N(O)/S(Cl) ligation
(63, 64). The crystallographic study indicated, however, that the metal
center at the active site is actually binuclear containing an initially
unidentified metal ion and Ni (32, 65, 66) with four cysteine thiolates
coordinating the two metal ions (Fig. 2). This is in agreement with
amino acid sequence comparison studies, since only four cysteine thio-
lates were found to be highly conserved in the large subunit (from
motifs L2 and L5 in ref. (9), and with earlier XAS experiments (67).
We have argued that the second metal site corresponds to Fe, based
on metal content analysis of the enzyme and on anomalous dispersion
effects detected on electron density maps (65).

b. Active Site Metal–Protein Ligation In D. gigas hydrogenase, two
of the cysteine ligands (Cys65 and Cys530) are terminal, whereas the
remaining ones (Cys68 and Cys533) bridge the Ni and Fe ions (Fig.
2). Electron paramagnetic resonance (EPR) and extended X-ray spec-
troscopy fine structure (EXAFS) data (68–70) from the D. baculatum
NiFeSe enzyme, which had assigned the SeCys equivalent to Cys530
in D. gigas as a Ni ligand, were instrumental in initially distinguish-
ing between the Ni and Fe ions in the electron density maps. In the
initial medium-resolution study (32), the Ni ion coordination sphere
seemed to be square pyramidal with an in-plane vacant site; that of
the Fe ion was octahedral, also containing an empty site and includ-
ing three nonprotein ligands. These ligands are deeply buried in the
active site cavity and, consequently, are very likely nonexchangeable.
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The atomic temperature factors obtained after crystallographic re-
finement are significantly higher for cys530 than for the other site
cysteine residues. This is also true when the Ni ion is compared to
the Fe center. This may reflect conformational disorder due to the fact
that the crystals are made of a mixture of different Ni states (40%
Ni–A, 10% Ni–B, and 50% of an EPR-silent species) (32).

c. A Putative Ni Oxo Ligand A subsequent study using higher res-
olution data of better overall quality showed that the apparently
empty coordination sites of the two metal ions were, in fact, occupied
in the oxidized enzyme by a bridging ligand (Fig. 2), possibly an oxo
species (65). It also indicated that the three nonproteinaceous Fe li-
gands were diatomic molecules. From the stereochemistry of the crys-
tallographically refined active site, the putative oxo ligand appears to
be more tightly bound to the Ni ion than to the Fe ion (d � 1.7 Å
and 2.1 Å, respectively, with an angle of 97�) (65). A very similar
arrangement has been observed in a W–Os binuclear center with an
unusual oxo bridge (71):

O

OsW (4)

The distances and angles of the model compound are WuO � 1.76 Å,
Os–O � 2.2 Å, and WuO � Os � 93�. The similarity in the stereo-
chemistry of the two heterobinuclear centers raises the possibility
that, in the unready Ni–A form, the Ni center is double-bonded to an
oxo ligand. This would explain why the activation is very slow unless
the temperature of the reaction is raised (72). This notion (or idea)
could be tested by quantitating the number of electrons involved in
the Ni–A } Ni–SI transition.

2. Spectroscopic Studies

Spectroscopic studies have been instrumental in elucidating the ca-
talytic mechanism of Ni–Fe hydrogenases. A great deal of controversy
concerning this mechanism arises from the fact that, as the as the
X-ray crystallographic analysis has shown, there are at least three
potential redox-active species at the enzyme’s active site: the thiolate
ligands (73) and the Fe (65) and Ni (9) ions.

a. X-ray Absorption Spectroscopy The initial models of Ni coordi-
nation based on X-ray absorption spectroscopy (XAS) have been men-
tioned. Gu et al. have rationalized the inability of XAS to detect the
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FIG. 3. A comparison of the Ni K-edge XAS spectra for redox poised samples of sev-
eral hydrogenases (reprinted with permission from (74); copyright 1997, American
Chemical Society). Bold lines, T. roseopersicina; light line, D. gigas; dotted line, C.
vinosum; dashed line, D. desulfuricans ATCC 27774; dashed–dotted line, E. coli.

presence of the active center Fe ion (74). According to these authors,
the problem is that the Ni–S distances corresponding to the bridging
cysteines 65 and 533 in D. gigas are similar to the one between Ni and
Fe (around 2.5–2.9 Å). This has the unfortunate consequence that the
distance determined by fitting the long scattering atoms with either
S or Fe represents neither distance in hydrogenase, since the net
EXAFS is the sum of the two components (74). As reported earlier for
Thiocapsa roseopersicina hydrogenase (64), reduction of the active site
of several hydrogenases did not significantly affect the Ni K-edge en-
ergy. The observed energy shifts, with values between 0.9 and 1.5
eV, are compatible with no more than one-electron, metal-based redox
change (Fig. 3). With the exception of the enzyme from A. eutrophus,
most of the energy shift takes place when going from oxidized forms
to a partially reduced state (Ni–A/Ni–B to Ni–SI; see later dis-
cussion).

X-ray absorption near-edge spectroscopy (XANES) suggests that, in
most of the enzymes, the reduction to Ni–SI also implies a change in
the coordination number of the Ni ion from 5 to 6 (74).
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FIG. 4. EPR spectra of redox poised hydrogenase from T. roseopercisina. The g values
are indicated. (Reprinted with permission from (64); copyright 1997, American Chemi-
cal Society).

b. Electron Paramagnetic Resonance In general, oxidized, as-pre-
pared Ni–Fe hydrogenases are known to display two electron para-
magnetic resonance (EPR) signals called Ni–A and Ni–B (Fig. 4).
They are both supposed to arise from Ni(III) d7 species, although
there are fundamental chemical and spectroscopic differences be-
tween the two states (9, 72). Activation of the enzyme displaying the
Ni–A state is slow and temperature-dependent, whereas hydrogenase
displaying the Ni–B signal can be readily activated (72). From EPR
experiments using 17O2 , it has been postulated that both Ni–A and
Ni–B states have bound oxygen at, or near, the active-site Ni ion (75).
This is in agreement with the crystal structure of the as-prepared D.
gigas hydrogenase that shows the presence of the putative oxo ligand
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tightly bound to the active site Ni ion (Fig. 2). The crystalline D. gigas
enzyme displays, for the most part, the Ni–A signal.

Upon reduction under hydrogen, a new paramagnetic species called
Ni–C is generated. EPR studies have indicated that when hydro-
genase is in the Ni–C state, it is possible to photolyze an active-site
bond, giving rise to at least two additional paramagnetic species. The
resulting EPR spectra are modified when 2H is used instead of 1H,
indicating that the dissociation involves a hydrogen species bound, or
close to, Ni (9, 76). This hydrogen species has been postulated to be
H�, H�, or H2 (9, 77). The Ni–C signal could arise from either Ni(III)
d 7 or Ni(I) d 9 (9, 77).

A Ni-bound H�H� species in the Ni–C form has been considered to
be unlikely based on the very small hyperfine splitting observed due
to exchangeable 1H (78). It has been argued, however, that the ob-
served small values could arise from an equatorially bound Ni hy-
dride (79). It has also been postulated that the photolyzed hydrogen
species contained in the Ni–C state is the proton of a thiol group
bound to the Ni ion (80).

EPR spectra and g values for the various states of the hydrogenase
from Thiocapsa roseopersicina (64) are depicted in Fig. 4. These spec-
tra are representative of those of the other NiFe hydrogenases.

c. Fourier Transform Infrared The discovery of triple-bonded spe-
cies in Ni–Fe hydrogenases (81–83), their crystallographic assign-
ment as active-site Fe ligands (65, 66), and their isotope-based identi-
fication (81) as being two CN�s and one CO have provided a very
powerful tool to probe active-site redox changes in these enzymes by
Fourier transform infrared (FTIR) spectroscopy (81–83). Typically,
each redox species is represented by a triplet of high-frequency bands.
The two higher frequency CN� bands are separated by about 6 cm�1,
whereas the stronger CO band is generally found at significantly
lower frequencies (Fig. 5). It has been possible to tentatively assign
the three ligands to the diatomic species detected in the crystal struc-
ture of the D. gigas enzyme, based on the protein environment (Fig.
2). The two putative CN� ligands establish hydrogen bonds with both
side-chain and main-chain protein atoms, whereas the CO ligand sits
in a hydrophobic pocket.

By comparing EPR and FTIR data, it is possible to identify band
triplets corresponding to the three paramagnetic species Ni–A, Ni–B,
and Ni–C (65, 83). Also, the EPR-silent Ni–SI and Ni–R states (Fig.
4) have been correlated with additional FTIR triplets. In the case of
the former, two species, Ni–SI1 and Ni–SI2, differing by one proton,
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FIG. 5. FTIR spectra of redox-poised D. gigas hydrogenase. (Reprinted with permis-
sion from (65); copyright 1997, American Chemical Society). See also Table I.

have been identified (84). Furthermore, an EPR-silent, ‘‘unready,’’
state called NI–SU, one electron more reduced than the Ni–A state,
has also been found (84). A scheme depicting the protonations and
reductions relating the various states is depicted in Fig. 6 and fre-
quency data corresponding to these states are shown in Table I.

The enzyme poised at well-defined redox potentials appears to be
in rather homogenous IR states (65, 84). Curiously, in corresponding
EPR-monitored experiments, the Ni signal generally corresponds to
significantly less than one spin/mole, indicating that the sample is
heterogeneous with respect to it (77).

Higushi and co-workers have published the 1.8-Å resolution struc-
ture of the hydrogenase from D. desulfuricans Miyazaki F (33). For
the most part the structure is very similar to that of D. gigas hydro-
genase. However, Higushi et al. have provided a radically different
interpretation of the active-site structure. Instead of one CO and two
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FIG. 6. Schematic representation of the midpoint redox potentials and electron and
protron balances relating the various active site states as detected by FTIR (65).

CNs, the Fe ion is postulated to be coordinated by one SO and a mix-
ture of CO and CNs. The interpretation is based on the temperature
factor refinement and pyrolytic analysis of oxidized sulfur species
(33). In addition, the bridging ligand is postulated to be an inorganic
sulfur ion (instead of an oxo ligand, as proposed for the D. gigas). This

TABLE I

IR FREQUENCIES (cm�1) OF THE VARIOUS ACTIVE-SITE REDOX STATES IN

D. Gigas HYDROGENASEa

Redox state Band 1 Band 2 Band 3 Angle (�)

Ni–A 1947 2083 2093 89
Ni–B 1946 2079 2090 69
Ni–SU 1950 2089 2099 83
Ni–SII 1914 2055 2099 71
Ni–SiII 1934 2075 2086 60
Ni–C 1952 2073 2086 73
Ni–R 1940 2060 2073 75

a The Ni–A, Ni–B, N–Si, Ni–C, and Ni–R were prepared as de-
scribed in (83). Ni–SU was prepared using 1 mM sodium dithionite.
(�) is the angle between two coupled oscillators (84), here assumed
to be the two CNs.
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model for the active site is an exceptional one. Unpublished results
from the laboratory of one of the authors (J.C.F.-C.) indicated that
neither SO nor a bridging S is likely to be present in D. gigas (2.3 Å
resolution), D. baculatum (2.1 Å resolution), or D. fructosovorans
(1.8 Å resolution) hydrogenases.

D. CATALYTIC MECHANISM MODELS

1. Redox Titrations

EPR-monitored redox titrations of the D. gigas hydrogenase (80,
85) have suggested that the observed alternating paramagnetic and
diamagnetic Ni signals (Fig. 4) are most likely generated by succes-
sive one-electron reductions: the two-electron difference (TED) (in go-
ing from Ni–B to Ni–C) model.

The putative one-electron reduction of the Ni–B species (a similar
titration of the Ni–A form has not been reported) gives rise to the
EPR-silent Ni–SI state (77). A further one-electron reduction gener-
ates that Ni-C species discussed earlier. Ni–C has been often referred
to as corresponding to the ‘‘active’’ form of the enzyme. According to
Barondeau et al. (77), however, the Ni–C form is stable in the absence
of molecular hydrogen and cannot spontaneously reduce protons to
H2. These authors conclude that Ni–C is not the ‘‘active’’ species but
corresponds to one of three relevant Ni states during the catalytic
cycle. Accordingly, the most likely state of the enzyme capable of bind-
ing molecular hydrogen is Ni–SI (the ‘‘active oxidant’’) and the most
likely H2 producer is the Ni–R form (the ‘‘active reductant’’). An alter-
native view has been advanced by Coremans et al. (86), who argue
that Ni–C can be reduced by molecular hydrogen to generate a tran-
sient species one electron more reduced than the Ni–R form. Ac-
cording to these authors, the discrepancies between their results and
those of the Lindahl group arise from the fact that the latter used
dyes in their experiments (86).

The one-electron reduction of the Ni–C form results in the diamag-
netic species Ni–R. From the redox titration studies of Lindahl’s
group, a plausible catalytic cycle can be postulated where the enzyme
in the Ni–SI state binds H2 (77) and becomes the two-electron more
reduced Ni–R state. Sequential one-electron oxidations from Ni–R to
Ni–C and then to Ni–SI will close the cycle (Fig. 6). The various redox
states differ not only in the extent of their reduction, but also in their
protonation, as shown by the pH dependence of their redox potentials
(87). It is remarkable that both EPR (which monitors the magnetic
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FIG. 7. A comparison of the FTIR and EPR redox titrations of the D. gigas hydro-
genase. Top panel: FTIR titration based on the height of the low-frequency band. For
experimental conditions, see (65). Bottom panel: Calculated potentials obtained from
EPR-monitor titration and the TED model (80). The vertical axis represents the propor-
tion of a redox species.

changes of, or near to, the Ni ion) and IR (which reports on electron
density or coordination changes at the Fe center) redox titrations fol-
low almost identical patterns (80, 84, 85) (Fig. 7). This indicates that
the changes detected in the Fe environment through the diatomic li-
gands affect the Ni center in a similar manner.

2. The Nature of the Active-Site Fe Ion

The active-site Fe ion also eluded detection by either EPR (9) (and
references therein) or Mössbauer (88, 89) spectroscopy, suggesting
that it is low spin and diamagnetic at least in those states that have
been studied. This is consistent with the presence of one CO and two
CN�’s, which are strong ligands, in the active-site Fe coordination
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sphere. The spectroscopic analyses are likely to have been further
complicated by the three additional [FeS] clusters present in the en-
zyme (Fig. 1). The exact role of the active site Fe center remains to
be established. Dole et al. (90) have advanced the proposition that
neither Fe nor Ni would play a redox role during catalysis. Their con-
clusions are based on the fact that the temperature dependence of the
paramagnetic states Ni–A, Ni–B, and Ni–C does not deviate from
Curie’s law. This imposes constrains on the magnitude of the possible
magnetic interactions between the two metal centers (90). Further-
more, according to these authors, experiments performed in parallel-
mode EPR indicated no paramagnetic excited level. Since large ferro-
magnetic interactions are not supposed to be consistent with the
highly distorted structure of the catalytic center of hydrogenases, the
Ni and Fe ions are considered to be independently diamagnetic in the
Ni–SI and Ni–R states. Accordingly, Dole et al. conclude that the Fe
center is a diamagnetic Fe(II) in all the catalytically relevant states.

Huyett et al. (91) have compared the Ni–A, Ni–B, and Ni–C states
using 57Fe Q-band pulsed electron nuclear double resonance (ENDOR)
spectroscopy. They observe that the Ni–A form shows a clear hyper-
fine interaction with the Fe ion, whereas the Ni–B and Ni–C states
lack an ENDOR signal. A possible explanation is that the bridging
putative oxo ligand found in the active site by X-ray crystallography
is present in the Ni–A state, but absent in the other paramagnetic Ni
forms. Huyett et al. conclude that the Fe ion is low-spin ferrous in
the three EPR-active studied states. Furthermore, using these results
along with previously obtained data, the authors conclude that the
Ni–A form is a trapped [Ni(III)–Fe(II)] species.

3. A Model for Ligand-Based Redox Chemistry

If the Fe–Ni center is not redox active, at least during catalysis,
then the process must be ligand-based (92). Maroney and co-workers
have argued that the paramagnetic Ni–C state could be generated
by the interaction of a thyil radical with a Ni(II) ion. This species is
isoelectronic with a thiolate-bound Ni(III) according to the reaction

S–Ni(III) �—� S
.
–Ni(II). (5)

A relevant model compound with sulfur ligation to Ni(III) has been
published by Choudhury et al. (93).

A model combining the ideas put forward by Maroney et al. with
the EPR data mentioned previously has been proposed by Dole et al.
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FIG. 8. A model for the catalytic cycle of hydrodenase based on several lines of evi-
dence (see text).

(90). A somewhat more complete version of it is presented in Fig. 8.
The model is attractive because it is consistent with many of the ob-
servations concerning the active site of Ni–Fe hydrogenases:

1. The Ni ion stays in the common Ni(II) state throughout the cata-
lytic cycle. Redox processes that are purely Ni-based would imply
three different Ni redox states: Ni–SI [Ni(II)] � Ni–C [Ni(I)] � Ni–R
[Ni(O)]. Such changes, comprising potentials confined to those ob-
served in hydrogenase (�100 to �400 mV), would be totally unprece-
dented (66, 94, 95). Also, successive one-electron changes at the Ni



302 FONTECILLA-CAMPS AND RAGSDALE

center during catalysis are unlikely according to the XAS experiments
mentioned earlier (74).

2. The heterolytic splitting of molecular hydrogen results in the
protonation of cys530 (D. gigas numbering) and the formation of a
bridging hydride. The idea of a bridging hydride is very appealing
because it satisfies the coordination spheres of both Ni (square pyra-
midal) and Fe (octahedral) centers. Such a hydride species was sug-
gested, either as an intermediate or as part of the active site, in the
initial paper reporting the three-dimensional structure of D. gigas hy-
drogenase (32).

The postulated protonation of cys530 implies that this residue may
be the base thought to be required for heterolytic cleavage of hydro-
gen (96, 97). In the closely related Ni–Fe–Se hydrogenase from D.
baculatum, as in several other hydrogenases (98), the equivalent of
cys530 is a selenocysteine (99). The substitution of Cys by the un-
usual SeCys residue, which requires a special synthetic mechanism,
results in H2/HD ratios in the hydrogen–deuterium exchange reac-
tions that are greater than 1.0, in contrast with Fe–Ni enzymes,
which typically have ratios �0.5 (98). Thus, the nature of the chalco-
genide species at position 530 has an influence on the catalytic char-
acteristics of hydrogenases. Incidentally, the as-prepared Ni–Fe–Se
hydrogenase from D. baculatum is normally EPR silent, suggesting
that the putative oxo ligand found in the Ni–A/B forms is absent from
its active site.

4. Alternatives to a Redox Inactive Ni–Fe Center

Not all the available data favors an inert Ni(II) as the species pres-
ent in all the catalytically relevant states of hydrogenase. Instead,
some of the aspects of the most relevant model chemistry favor a Ni(I)
formal state as the molecular hydrogen binding species at the hydro-
genase active site (66): (1) Thioethers and �2-metalated thiolates
(such as the ones found in hydrogenase active site) are good Ni(I)
stabilizing ligands (100); (2) a series of model compounds that bind
molecular hydrogen and form Ni–H-adducts, and are also capable of
binding CO, require Ni in the �1 oxidation state (79).

Concerning the role of the active site Fe ion, it has been argued
that the observed FTIR band shifts (typically 20 cm�1) resulting from
one-electron redox changes are too small to correspond to metal-based
redox processes, whose band shifts should amount to about 100 cm�1

per electron (90, 101). There is, however, one example where the shift
in �(CN�) upon one-electron reduction of a Fe(III) center is only of
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about 24 cm�1 (M. Darensbourgh, personal communication). This
study has been performed in a model compound that very closely re-
produces the Fe(CO)CN�)2 unit of the active site of hydrogenases
(102). The relatively low frequency shift could be attributed to the
fact that the excess in electron density at the metal center is distrib-
uted among the three diatomic ligands.

5. A Most Unusual Catalytic Center

Prior to the spectroscopic analyses that suggests that the active-
site Fe center is not redox active (90, 91), one of the authors (J.F.-C.)
and co-workers had proposed mechanisms where the Ni ion was the
catalytic site proper, heterolytically splitting the H2 molecule into H�

and H� with the thiolate of Cys530 being the base, and the Fe ion
intervening in the one-electron oxidation processes (66). One condi-
tion for the existence of redox-active metal centers at the active site
is that they should be coupled, at least in the diamagnetic Ni–SI and
Ni–R states (66). Since it appears now that the Fe and Ni ions are
magnetically isolated (90), the unusual binuclear center (Fig. 2) can
logically be expected to be designed as an optimal catalytic unit in-
stead. The strong CO and CN� ligands should help in stabilizing low
Fe oxidation states. A soft Lewis acid Fe center should readily bind
the soft hydride.

The role of the Ni ion can still be postulated to be the catalyst in
the hydrogen cleavage reaction, assisted by (Se)Cys530. Such possibil-
ity is also indicated by the fact that an internal cavity connecting the
molecular surface to the active site points at the empty Ni coordina-
tion site (not shown). Such cavities are thought to serve as gas path-
ways facilitating substrate access to the active center (36). The Fe ion
could serve as a hydride binding center as indicated by the unusual
FTIR shifts of the trans CO ligand relative to the equatorial CN�s
(J.C.F.-C, unpublished).

E. INTERACTION OF THE ACTIVE SITE WITH OTHER FeS CENTERS

Many Desulfovibrio sp. hydrogenases contain what we now know to
be an arrangement of three FeS clusters disposed in a quasi-linear
fashion (Figs. 1 and 9). They are likely to constitute an electron trans-
fer pathway going from the active site to the molecular surface. In
the D. gigas enzyme, the [3Fe4S] cluster is intercalated between the
two [4Fe4S] clusters (32) (Fig. 9). The cluster nearest to the active
site is called proximal and the one close to the molecular surface is
designated at distal. At first sight, such an arrangement may appear
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FIG. 9. Arrangement of redox centers in D. gigas hydrogenase. Edge-to-edge dis-
tances are indicated.

unusual since it is known that the [3Fe4S] cluster has a significantly
higher redox potential than the other two FeS centers. The values
summarized by Roberts and Lindahl (80, and references therein) for
the D. gigas enzyme, based on the TED model, are [3Fe4S]�1/0 � �80
mV; [4Fe4S]p�2/�1 � �445 mV; and [4Fe4S]d�2/�1 � �315 mV. This
difference could imply that the electrons have to overcome an energy
barrier in going from the active site to the molecule’s surface or vice
versa. However, if electron transfer is not the rate-limiting step, then
the presence of the [3Fe4S] cluster has little or no effect on the cata-
lytic cycle.

The interaction of the partially reduced Ni–C form with the [4Fe4S]
proximal cluster has been studied in D. gigas hydrogenase (103).
From these studies it has been possible to predict the distance be-
tween the two redox centers. The value agrees well with that ob-
served in the crystal structure (Fig. 9). In the readily available as-
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prepared, inactive hydrogenase, both the Ni center and the [3Fe4S]
cluster are in paramagnetic states (presumably Ni(III) and [3Fe4S]1�].
Coupling of the oxidized Ni center with what it is supposed to be a
close paramagnet has been indicated by Mössbauer spectroscopy in
the case of the C. vinosum hydrogenase (104). Such a neighboring
center, however, seems to be absent from the D. gias hydrogenase, as
indicated from its three-dimensional structure.

IV. CODH/ACS

A. INTRODUCTION TO CODH/ACS

CODH/ACS is an extremely oxygen-sensitive protein that has been
found in anaerobic microbes. It also is one of the three known nickel
iron–sulfur proteins. Some authors would consider that there are only
two, since the CODH and ACS activities are tightly linked in many
organisms. However, there is strong evidence that the ACS and
CODH activities are associated with different protein subunits and
the reactions that the two enzymes catalyze are quite different.
CODH catalyzes a redox reaction and ACS catalyzes the nonredox
condensation of a methyl group, a carbonyl group, and an organic
thiol (coenzyme A).

1. Bioorganometallic Enzymology

CODH and ACS are remarkable in several respects. The reactions
involve novel bioinorganic chemistry that includes the formation and
breakage of organometallic bonds. The reactions also include novel
enzymology in which the reaction intermediates are bound to the pro-
tein. In addition, CODH and ACS are important in environment
chemistry. When these reactions are coupled, they allow organisms to
metabolize carbon monoxide, which is a colorless, odorless, toxic gas
that inhibits essential metalloproteins, notably cytochrome oxidase.
Thus, an important role of CODH/ACS is to remove CO from the envi-
ronment, helping to maintain this toxic gas at subhazardous levels.
Annual CO removal from lower atmosphere and earth by bacteria is
estimated to be �1 � 108 tons (105). Atmospheric concentrations
range from about 0.1 ppm in rural to 200 ppm in urban settings (106).
CO2 is then further metabolized by one of several CO2 fixation path-
ways— the Calvin cycle, the reductive tricarboxylic acid cycle, or the
reductive acetyl-CoA pathway. The net result is to convert CO into
cell carbon.



306 FONTECILLA-CAMPS AND RAGSDALE

2. Evolutionary Implications

CODH and ACS are important from an evolutionary point of view.
It has been considered that CODH/ACS are the extant survivors of a
3- to 4-billion-year-old process that could have given rise to the first
metabolic reactions that eventually led to life on this planet. Possibly,
it was involved in the first metabolic pathway (2, 107).

3. Biomedical Importance of CODH/ACS

CODH and ACS play important biomedical roles in the gastrointes-
tinal tracts of animals, such as humans and ruminants. The biodegra-
dation of compounds in the natural environments, like that of the
rumen and the human colon, generates H2, which, at high levels, in-
hibits colon metabolism. Hydrogenotrophic bacteria, such as the
methanogenic archaea, acetogenic bacteria, and sulfate-reducing bac-
teria, dispose of the excess reducing equivalents by synthesizing
methane, acetate, and hydrogen sulfide, respectively. These three
classes of hydrogen-metabolizing organisms compete for the available
hydrogen. From a human biomedical standpoint, the acetogens are
our allies, since acetogenesis removes H2 gas and converts it to acetic
acid, which is a major carbon source for the colon epithelia. Methano-
gens convert 5 mol of gas to 1 mol of methane, which also is a favor-
able gas balance. Sulfate reducers are our adversaries in this scenario
because high levels of dietary sulfate lead to the formation of H2S,
which is a toxic compound and has been implicated as a contributor
to the development of colitis and colon cancer (108, 109).

4. History of the Study of CODH and ACS

Without the enzyme CODH/ACS, organisms are unable to fix
carbon monoxide or carbon dioxide by the acetyl-CoA or Wood–
Ljungdahl pathway. One of us has reviewed how this pathway was
discovered (110). Figure 10 is a list of important results that have led
to our current level of understanding of the structure and function of
CODH/ACS. Studies of the enzymology of ACS and CODH are histori-
cally linked to the ancient discovery by an unnamed person that apple
or grape juice can be fermented, first to alcohol and then to acetic
acid, producing cider vinegar, which contains 3–6% acetic acid. The
1922 report of CO metabolizing bacteria was another landmark (111).
It is now known that CO can serve as a carbon and electron source
for many bacteria (112–115), including acetogenic bacteria such as C.
thermoaceticum (116, 117).



Ni–Fe–S ACTIVE SITES 307

Yagi laid the foundation for the enzymology of CODH when he dis-
covered an enzymatic activity in sulfate-reducing bacteria that oxi-
dizes CO to CO2 (118). Twenty-five years later, the first CODH was
purified to homogeneity (119, 120). The homogeneous C. thermo-
aceticum CODH was shown to contain 2 mol of nickel, �12 iron, �1
zinc, and �14 acid-labile inorganic sulfide per �� dimeric unit (120).

The most important physiological role of CODH in the metabolism
of acetogenic bacteria was unknown until 1985, when it was shown
that the enzyme is bifunctional and has acetyl-CoA synthase activity
(121). It was previously thought that acetyl-CoA was synthesized at
the cobalt center of a vitamin-B12-containing protein. In the same pa-
per, it was proposed that nickel is the active site of CO oxidation and
acetyl-CoA synthesis.

Over the past 10 years, two novel features of the acetyl-CoA path-
way have gained acceptance. The first is that the intermediates in
the acetyl-CoA pathway are enzyme-bound. This contrasts with most
biochemical pathways, which proceed by the stepwise conversion of
one discrete organic chemical to another where each of the compounds
can be isolated and characterized by standard analytical methods
such as thin-layer chromatography or NMR spectroscopy. This is
probably the major reason that the acetyl-CoA pathway, which came
under investigation in the mid-1940s (122), took 50 years to elucidate.
The second unique feature is that key intermediates appear to be
bound to metals. The Wood–Ljungdahl pathway has been called a
bioorganometallic pathway. The involvement of CODH/ACS in this
bioorganometallic pathway is the major focus of this section of the
review. It has become clear that analogous chemistry/enzymology is
responsible for acetate conversion to methane by methanogenic
archaea.

5. Characteristics of CODH/Acetyl-CoA Synthase

The properties of CODH/acetyl-CoA synthase are summarized in
Table II.1 The enzyme has been isolated from eight species. There
exist three types of CODH. One, which lacks nickel and acetyl-CoA
synthase activity, contains a molybdopterin active site and will not be

1 The reader should note that the Greek letter designations, �, �, etc., refer to the
sizes of the protein subunits and the Arabic letter designations refer to the position of
the gene in a particular gene cluster. Therefore, the alpha subunit of CODH/ACS from
C. thermoaceticum is the largest of the two subunits; however, it is designated AcsB
because it is the second of at least five genes in the gene cluster.



MILESTONES IN THE STUD OF CODH/ACS

1951 A new pathway of CO2 fixation proposed (to become the Wood–Ljungdahl
pathway).1

1959 Enzymatic CO oxidation identified.2

1977 CODH activity found in methanogens.3

1978 CODH activity found in acetogenic bacteria.4

1981 Fractionation of a five-component system from C. thermoaceticum that cata-
lyzes acetyl-CoA synthesis.5 CODH activity was in fraction F3.

1980 CODH shown to contain nickel.6,7

1982 Fraction F3 catalyzes an isotope exchange reaction between CO and the car-
bonyl group of acetyl-CoA.8

1982 The adduct between CO and a nickel center in CODH identified by EPR spec-
troscopy.9

1983 CODH purified to homogeneity.10,11

1984 B12 protein that accepts the methyl group of CH3-H4 folate partially purified
from fraction F3.12

1985 CODH from acetogens found to catalyze acetyl-CoA synthesis and nickel pro-
posed to be the active site of CO oxidation and acetyl-CoA synthesis.13

1985 CODH found to contain a heterometallic cluster consisting of nickel and iron
that binds CO and proposed to be the active site of acetyl-CoA synthesis.14

1986 Growth of acetogens on nitrate disables the acetyl-CoA pathway.15

1987 Corrinoid iron–sulfur protein (CFeSP) purified and characterized; acetyl-CoA
synthesis reconstituted from CH3–H4 folate, CO, and CoA using purified pro-
teins.16

1988 Hydrogenotrophic acetogenesis found in human colon.17

1989 Gene cluster encoding CODH/ACS, the CFeSP, and methyltransferase iso-
lated and characterized.18

1990–1 CODH/ACS shown to contain a [Ni–X–Fe4S4] cluster.19,20

Strong evidence that the methanotrophic bacteria use the Wood–Ljungdahl
pathway in reverse for the conversion of acetate to methane.21,22

1993 CODH and ACS shown to occur at discrete [Ni–X–Fe4S4] clusters, called
Cluster C and Cluster A, respectively.23,24

1995 Methyl transfer reaction from methyl-Co to Ni modeled and demonstrated to
occur through a radical mechanism.25

CO shown to be an obligatory intermediate in the acetyl-CoA pathway.26

CO sensing transcriptional activator characterized.27

1996 A model describing the interactions between Ni and Fe in Cluster C pro-
posed.28

1998 Demonstration that the enzymatic methyl transfer from methyl-Co to Ni uses
an SN2, not a radical, mechanism.29
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(7) Hu, S.-I.; Drake, H. L.; Wood, H. G. J. Bacteriol. 1982, 149, 440–448.
(8) Ragsdale, S. W.; Ljungdahl, L. G.; DerVartanian, D. V. Biochem. Biophys. Res.

Commun. 1982, 108, 658–663.

FIG. 10. Milestones in the study of CODH/ACS. Important discoveries beginning
with the postulate of a new CO2 fixation pathway.
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(22) Grahame, D. A. J. Biol. Chem. 1991, 266, 22227–22233.
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FIG. 10.—Continued

further discussed here (123). The photosynthetic bacterial enzyme is
a second class that contains nickel and iron–sulfur yet lacks acetyl-
CoA synthase activity. The third class of CODH, called CODH/ACS,
is a bifunctional enzyme that contains an associated acetyl-CoA syn-
thase activity (Fig. 11, the yin–yang bifunctional figure). Here, we
will cover the CODH activity first and then focus on the ACS active
site.

Alignments of the eight homologs of the large subunit of CODH/
ACS that were identified by a BLAST search are shown in Figure 12.
The most homologous protein to the C. thermoaceticum large subunit
was an ORF in the M. thermoautotrophicum genome sequence. The
M. thermophila beta subunit and an ORF in the A. fulgidus genome
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TABLE II

PROPERTIES OF Ni–CODHS AND Ni–ACSS

Subunit (gene) Cluster Catalytic
Organism (class)a size Metal content content activities Ref.b

C. thermoaceticum � (acsB) 78 kDa; 2 Ni, 11–14 Fe, ABC COSH, 1, 2
(A) � (acsA) 71 14 S2�, 1 Zn/ ACS

kDa 149 kDa
A. woodii (A) �, 80 kDa; �, 68 1.4 Ni, 9 Fe, 14 ABC CODH, 3

kDa S2�, �1 Zn, ACS
or Mg/148
kDa

Ms. barkerii (M) �, 84–92 kDa; �, 0.7 Ni, 8–15 ABC CODH, 4–6
63 kDa; 	, 53 Fe, 0.9 Co, ACS
kDa; �, 51 0.5 Zn/266
kDa; , 20 kDa
kDa

Ms. barkerii (M) �, 84–92 kDa; , 0.7 Ni, 8–15 ABC CODH 7
20 kDa Fe, 0.5 Zn/

100 kDa
Ms. thermophila � (cdhA) 89 3.6 Ni, 25 Fe/ ABC CODH, 8–10

(M) kDa; � (cdhC) 297 kDa ACS
71 kDa; 	
(cdhD), 60
kDa; � (cdhE),
58 kDa; 

(cdhB), 19
kDa

Ms. thermophila �, 79 kDa; , 19 0.2 Ni, 7.7 Fe; ABC CODH, 8–10
kDa 2.7 Zn/98 ACS

kDa
Mt. soehngenii (M) � (cdhA) 79 2 Ni, 12.5 ABC CODH, 11–13

kDa;  (cdhB), Fe–98 kDa ACS
19 kDa

Mc. vannielii (M) � (cdhA) 89 1.0 Ni, 8 Fe, ND CODH 14
kDa;  (cdhB), 0.2 Zn/110
21 kDa kDa

R. rubrum (purple 62 kDa (cooS) 1 Ni, 8 Fe BC CODH 15
bacterium)

a A, acetogen; M, methanogen.
b References:

(1) Ragsdale, S. W.; Clark, J. E.; Ljungdahl, L. G.; Lundie, L. L.; Drake, H. L. J.
Biol. Chem. 1983, 258, 2364–2369.

(2) Ragsdale, S. W.; Wood, H. G. J. Biol. Chem. 1985, 260, 3970–3977.
(3) Ragsdale, S. W.; Ljungdahl, L. G.; DerVartanian, D. V. J. Bacteriol. 1983,

155, 1224–1237.
(4) Krzycki, J. A.; Zeikus, J. G. J. Bacteriol. 1984, 158, 231–237.



Ni–Fe–S ACTIVE SITES 311

TABLE II—Continued

(5) Krzycki, J. A.; Mortenson, L. E.; Prince, R. C. J. Biol. Chem. 1989, 264, 7217–
7221.

(6) Grahame, D. A.; Stadtman, T. C. J. Biol. Chem. 1987, 262, 3706–3712.
(7) Grahame, D. A. J. Biol. Chem. 1991, 266, 22227–22233.
(8) Terlesky, K. C.; Nelson, M. J. K.; Ferry, J. G. J. Bacteriol. 1986, 168, 1053–1058.
(9) Abbanat, D. R.; Ferry, J. G. Proc. Natl. Acad. Sci. USA 1991, 88, 3272–3276.

(10) Lu, W.-P.; Jablonski, P. E.; Rasche, M.; Ferry, J. G.; Ragsdale, S. W. J. Biol.
Chem. 1994, 269, 9736–9742.

(11) Jetten, M. S. M.; Stams, A. J. M.; Zehnder, A. J. B. FEBS Lett. 1989, 181,
437–441.

(12) Jetten, M. S. M.; Hagen, W. R.; Pierik, A. J.; Stams, A. J. M.; Zehnder, A. J. B.
Eur. J. Biochem. 1991, 195, 385–391.

(13) Eggen, R. I. L.; Geerling, A. C. M.; Jetten, M. S. M.; de Vos, W. M. J. Biol.
Chem. 1991, 266, 6883–6887.

(14) DeMoll, E.; Grahame, D. A.; Harnly, J. M.; Tsai, L.; Stadtman, T. C. J. Bacteriol.
1987, 169, 3916–3920.

(15) Ensign, S. A.; Ludden, P. W. J. Biol. Chem. 1991, 266, 18395–18403.

sequence also were closely related. A 51-amino-acid block near a tryp-
tophan residue that was implicated in CoA binding (124) and a 40-
amino-acid region that is rich in acidic amino acids and cysteine resi-
dues were also highly conserved among all eight homologs.

Alignments of the eight homologs of the small subunit of CODH/
ACS are also shown in Fig. 12. The most striking homologies are a
cysteine-rich region that is likely to represent the ligands to Cluster
B and a histidine-rich region in the second block. The most closely
related sequence to the C. thermoaceticum small subunit is that of R.
rubrum CooS.

Functional homology is readily apparent in the EPR spectra of all
the CODHs so far studied. These proteins share Clusters B and C,
which have nearly identical spectral morphologies and redox proper-
ties. Both of these clusters are required for CO2 reduction or CO oxi-
dation (see later discussion). Although CODH has been highly puri-
fied from Defulfovibrio desulfuricans (125), ironically, it was purified
to homogeneity from a sulfate reducer, Archaeoglobus fulgidus, only
recently. This organism is an archaeon and the protein is most simi-
lar to the methanogenic enzyme.

6. Genes Encoding CODH and Regulation of Expression

The most extensive studies on the genetics and molecular biology
of CODH have been performed with the coo system of R. rubrum. A
coo gene cluster contains CODH (CooS), an Fe–S electron-transfer
protein (CooF), metal cluster assembly proteins (CooCTJ) (126), and
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FIG. 11. Active sites and reactions of the bifunctional CODH/ACS. For synthesis of
acetyl-CoA, two electrons are transferred from external electron donors to Cluster B of
the CODH subunit. Electrons are relayed to Cluster C which reduces CO2 to CO. The
CO is proposed to be channeled to Cluster A of the ACS subunit to form a metal-CO
adduct that combines with the methyl group of the CFeSP and CoA to form acetyl-CoA.
For utilization of acetyl-CoA, these reactions are reversed. The abbreviations are:
CODH, CO dehydrogenase; ACS, acetyl-CoA synthase; CFeSP, the corrinoid iron–
sulfur protein; CoA, Coenzyme A.

a CO-induced hydrogenase, discussed earlier, (CooH) (59). The coo
genes undergo approximately 100-fold increased expression when CO
is sensed. This CO-dependent expression is modulated by a CO-sens-
ing transcriptional regulator (CooA) (127–129) that binds to the coo
promoter region when its heme group binds O (128).

C. thermoaceticum contains a gene cluster encoding at least five
genes in the Wood–Ljungdahl pathway (130). These genes are appar-
ently not regulated by CO. The CODH activity does increase about
fourfold when methanogenic cells are exposed to CO (131). There is
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FIG. 12
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an unknown mechanism by which the acetyl-CoA pathway is down-
regulated when cells are exposed to nitrate (132). These studies indi-
cate that the concentrations of electron transport proteins (cyto-
chrome b) are lowered, but that the activity of the major pathway
enzymes, such as CODH/ACS, do not change.

7. CO Oxidation

a. Occurrence of CO Oxidation and Acetyl-CoA Synthesis at Separate
Active Sites: Studies on the Clostridial Enzyme Although it has been
known since 1985 that the enzyme previously called CODH also cata-
lyzes acetyl-CoA synthesis (121), these two reactions could occur ei-
ther at the same or at separate active sites. To complicate matters
worse, both of these reactions were thought to occur at a heterometal-
lic cluster(s) containing nickel and at least three irons (see later dis-
cussion). It seemed almost unbelievable that a single protein could
contain two distinct Ni/Fe/S clusters, which have yet to be demon-
strated in any other class of protein. However, it was known that CO
oxidation is inhibited by low-micromolar levels of cyanide, whereas
inhibition of acetyl synthesis requires millimolar concentrations
(121), which provided support for this apparently implausible hypoth-
esis. There was a long-standing bet between one of the authors
(SWR), who wagered that both reactions occurred a common active
site, and one of his postdoctoral associates (Wei-Ping Lu), who took
the opposite view.

Wei-Ping won the bet. A series of rapid kinetic experiments pro-
vided strong support for the concept of two independent active sites.
CODH/ACS was reacted with CO and the rate of development of each
of the enzyme’s characteristic EPR signals was compared with the
rates of CO oxidation and acetyl-CoA synthesis. On the basis of these

FIG. 12.—Continued. Sequence homologies among CODH and ACS active sites. Two
regions of homology are found in the ACS subunit. Two highly conserved regions are
found in the CODH subunit. Abbreviations in the top two sequences: gi 144786, CODH
alpha subunit, C. thermoaceticum; gi 1575540 CODH beta subunit, M. thermophila;
gi 1590910 CODH, alpha subunit, M. jannaschii; gi 1590913 CODH, beta subunit
(cdhC), M. jannaschii; gi 2127796, CODH alpha chain, M. jannaschii; gi 2127798,
CODH alpha subunit, M. jannaschii; gi 2622842 CODH, alpha subunit, M. thermoauto-
trophicum; gi 2650254 CODH, beta subunit, Archaeoglobus fulgidus. Abbreviations in
the bottom two sequences are: 150036, CODH alpha chain (pir�A39764), M. soehngenii;
Af, A. fulgidus; C.thermoCO, C. thermoaceticum beta subunit (sp�P27989� or gi�98639);
Dcma 24944, CODH alpha subunit—M. jannaschii (pir�B64319); Dcma P2669, A. ful-
gidus section 169 of 172 of the complete genome (gi�2689433); Mbt, M. thermoautotro-
phicum; Mf, Methanosarcina frisia; Mj, M. jannaschii; Mst Methanosarcina ther-
mophila; Mts, Methanothrix soehngenii.
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experiments, Kumar et al. (133) proposed the two-separate-site hy-
pothesis, that CO oxidation is catalyzed by a NiFe–S center called
Cluster C, and that acetyl-CoA synthesis occurs at Cluster A. The
EPR signal of Cluster C changes very rapidly with a first-order depen-
dence on the CO concentration. The second-order rate constant for
this spectral change is much faster than the value of kcat/Km for the
CO oxidation reaction. The spectral changes in Cluster C are followed
by Cluster B reduction with a rate constant that is similar to the
steady-state kcat value. On the other hand, the rate of formation of the
characteristic EPR signal for the CO adduct at Cluster A is much
slower. Its rate constant matches that for acetyl-CoA synthesis, but
is several orders of magnitude slower than CO oxidation. Therefore,
it was proposed that the following steps are involved in CO oxidation:
(1) CO binds to Cluster C, (2) EPR spectral changes in Cluster C are
accompanied by oxidation of CO to CO2 by Cluster C, (3) Cluster C
reduces Cluster B, and (4) Cluster B couples to external electron ac-
ceptors (133).

Almost simultaneously, Lindahl and co-workers proposed that
Cluster C is the CO oxidation site based on EPR and ENDOR studies
of the cyanide adduct of the enzyme (134). That proposal was based
on the premise that CO and cyanide compete for the same binding
site. Additionally, Xia and Lindahl have shown that, by mild SDS
treatment, they can partially dissociate CODH/ACS, which is a tetra-
meric enzyme with an �2�2 subunit composition, into an isolated �
subunit and an ��2 form (135). The ��2 form has the same level of
CO oxidation activity as the native protein indicating that the � sub-
unit is not involved in CO oxidation and that the � subunit must
contain the clusters required for CO oxidation (135). In addition, CO2

alters the g values of the Cred1 form of the enzyme (136).

b. A Homologous Cluster in the R. rubrum and Methanogenic En-
zyme The � subunit (AcsA) of the C. thermoaceticum (CODH (124)
and Rhodospirillim rubrum CooS (60) are homologous, which pro-
vided further evidence that Cluster C is the CO oxidation site. CooS
is a 67-kDa enzyme that contains CODH activity and Clusters B and
C, but lacks the acetyl-CoA synthase activity and Cluster A (137).

In 1984, the first methanogenic CODH was isolated from Methano-
sarcina barkeri (138) and was shown to consist of a complex of the �
and  subunits, with an apparent molecular mass of 232 kDa. Similar
results have been found for other methanogenic CODH preparations
(139–143). CODH activity must reside in the � subunit of the metha-
nogenic enzyme, since the  subunit lacks cysteine residues and could
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TABLE III

COMPARISON OF THE METAL CENTERS IN CODHS/ACSSa

Center A–CO Adduct Center B Center C

Source of E�0 E�0 E�0
CODH/ACS g values (mV) g values (mV) g values (mV) Ref.b

C. thermoaceticum 2.08, 2.07, 2.03 2.04, 1.94, 1.90 �440 2.01, 1.81, 1.65 �220 1
2.06, 2.05, 2.03 �530 1.97, 1.87, 1.75 �530c

�360d

Ms. thermophila 2.06, 2.05, 2.03 ND 2.04, 1.93, 1.89 �444 2.02, 1.87, 1.72 �154 2

Ms. barkeri NO 2.05, 1.94, 1.90 �390 2.005, 1.91, 1.76 �35 3
Mt. soehngenii NO 2.05, 1.93, 1.86 �410 2.005, 1.89, 1.73 �230 4
R. rubrum NO 2.04, 1.94, 1.89 �418 2.03, 1.88, 1.71 �110 5–8

1.97, 1.87, 1.75

a ND � not determined; NO � not observed.
b References:

(1) Lindahl, P. A.; Münck, E.; Ragsdale, S. W. J. Biol. Chem. 1990, 265, 3873–3879.
(2) Lu, W.-P.; Jablonski, P. E.; Rasche, M.; Ferry, J. G.; Ragsdale, S. W. J. Biol. Chem. 1994, 269, 9736–

9742.
(3) Krzycki, J. A.; Mortenson, L. E.; Prince, R. C. J. Biol. Chem. 1989, 264, 7217–7221.
(4) Jetten, M. S. M.; Hagen, W. R.; Pierik, A. J. Stams, A. J. M.; Zehnder, A. J. B. Eur. J. Biochem.

1991, 385.
(5) Bonam, D.; Ludden, P. W. J. Biol. Chem. 1987, 262, 2980–2987.
(6) Stephens, P. J.; McKenna, M.-C.; Ensign, S. A.; Bonam, D.; Ludden, P. W. J. Biol. Chem. 1989, 264,

16347–16350.
(7) Spangler, N. J.; Lindahl, P. A.; Bandarian, V.; Ludden, P. W. J. Biol. Chem. 1996, 271, 7973–7977.
(8) Hu, Z. G.; Spangler, N. J.; Anderson, M. E.; Xia, J. Q.; Ludden, P. W.; Lindahl, P. A.; Münck, E. J. Am.

Chem. Soc. 1996, 118, 830–845.
c Determined in the presence of argon.
d Determined in the presence of CO2 .

not ligate Fe–S (144). Thus, the large 89-kDa subunit of the methano-
genic CODH/ACS complex must contain Clusters B and C.

8. Structure of Cluster C

It appears that Cluster C catalyzes the chemistry of CO oxidation
and transfers electrons to Cluster B, which donates electrons to exter-
nal acceptors such as ferredoxin. Since a crystal structure of this pro-
tein does not exist, the proposed structure of Cluster C is based on
spectroscopic measurements. In some cases, the EPR spectrum of a
metal center is diagnostic of the type of center. However, the EPR
spectra of Cluster C are unusual. The paramagnetic states of Cluster
C (Cred1 and Cred2) have g-values that are atypical of standard [4Fe-4S]
clusters (Table III) and are similar to those in a variety of structurally
unrelated systems including a �-oxo bridged ion dimer), a [Fe4S4]2�/1�
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cluster in which one of the ions is six-coordinate, a [Fe4S4]2�/1� cluster
in which the cluster bridges two subunits, and the Rieske [Fe2S2] clus-
ter. The oxidized protein is diamagnetic. Mild reduction leads to the
formation of Cred1. A further one-electron reduction leads to the dia-
magnetic Cdia state, which can be further reduced to paramagnetic
Cred2 state (145, 146). Other states of Cluster C that have been studied
include an anion adduct, which is formed by reaction with thiocya-
nate, azide, or isocyanide and has all three g-values above 2, and a
CN adduct with all g values below 2.

A number of studies indicate that Cluster C is composed of a [4Fe-
4S] cluster that is ligated through an unknown bridging ligand to a
Ni ion (Fig. 11).

a. Discovery of Fe–S in Cluster C When 57Fe is substituted in the
growth medium, the spectrum of Cluster C is much broader than that
of protein obtained from cells grown in natural-abundance iron (147).
Mössbauer spectroscopic results indicate that the irons in Cluster C
are associated with an Fe–S cluster (147). Later Mössbauer spectra
have more definitively characterized Cluster C (148). There is appar-
ently an S � �� [4Fe4S]1� cluster with a distinct subsite called ferrous
component II (FCII) that is pentacoordinate and resembles the sub-
site Fe–a component in the cluster of aconitase. FCII changes signifi-
cantly when cyanide binds, suggesting that this is the cyanide bind-
ing site.

b. Discovery of Ni in the Active Site The first evidence that Ni is
part of Cluster C was provided by EPR spectra of the R. rubrum en-
zyme isolated from cells grown in Ni-deficient medium. The resulting
protein lacks nickel, has no CODH activity, and cannot bind cyanide
(149, 150); however, when Ni is added, the CO oxidation activity is
reconstituted and cyanide can bind. The EPR spectrum of Cluster Cred1

in the 61Ni-substituted enzyme exhibits an 8-G broadening. In addi-
tion, the EPR spectrum of Cluster Cred1 is absent in the Ni-depleted
enzyme and reappears when Ni is replaced (151). On the bases of
these results is was concluded that CO and CN bind to the Ni compo-
nent of this cluster.

c. Evidence for a Heterometallic Cluster Containing Ni and Fe EPR
studies of the thiocyanate adduct of Cluster C indicate that Ni is
bonded to the iron–sulfur cluster. The g-values of this adduct (gav of
2.17) more closely resemble the spectra of paramagnetic Ni(I) than
those of a [Fe4S4]2�/1� cluster (152, 153).

The unusual g-values and the small 61Ni coupling constant for the
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different states of Cluster C have been explained by assuming that a
high spin Ni(II) site is weakly coupled (J � 2 cm�1) to the S � �� state
of the [Fe4S4]2�/1� cluster (148). The change in the EPR spectra when
anions such as azide and thiocyanate bind apparently results from a
change in the sign of the coupling constant J which increases the
value of gav above 2 by approximately the same amount that it was
below 2.0 in the Cred1 state.

9. Mechanism of CO Oxidation

CO oxidation occurs in two half-reactions: (1) oxidation of CO to
CO2 generating the two-electron reduced enzyme and (2) reoxidation
of the enzyme by the electron acceptor. The ping-pong nature of this
reaction was first proposed based on studies with cell extracts from
C. thermoaceticum (54) and C. pasteurianum (155).

Eox � CO � H2O �—� CO2 � 2H� � Ered (first half-reaction)

Ered � Fdox �—� Eox � Fdred (second half-reaction)

a. First Half-Reaction Earlier experiments using cell extracts in-
dicated that water, not hydroxide, is the substrate and CO2 , not bicar-
bonate, is the product of this reaction (156). Studies of the pH depen-
dence of the reverse reaction of the purified protein also indicate that
CO2 is the product. There was no observable reaction above pH 6.6,
where the ratio of NaHCO3/CO2 is high (157). Water was shown to be
the donor of the second oxygen in CO2 for the Pseudomonas enzyme
(158).

The mechanism of the first half-reaction has been studied by a com-
bination of reductive titrations with CO and sodium dithionite and
pre-steady-state kinetic studies by rapid freeze quench EPR spectros-
copy (FQ-EPR) and stopped-flow kinetics (159). These combined stud-
ies have led to the following mechanism. The resting enzyme is as-
sumed to have a metal-bound hydroxide nucleophile. Evidence for this
species is based on the similarities between the pH dependence of the
EPR spectrum of Cluster C and the pKa for the kcat/Km for CO, deter-
mined by steady-state kinetics (153).

Next, (1) CO binds to Cluster C to yield a Cred1–CO complex; (2) CO
undergoes attack by the metal-bound hydroxide and is oxidized to CO2

as Cluster C is reduced by two electrons to the Cred2 state; (3) CO2 is
released and a second CO molecule binds to Cluster C to form a
Cred2–CO complex; (4) electrons are transferred from Cred2–CO to re-
duce Cluster B as the second molecule of CO2 is released. This mecha-
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nism predicts that two molecules of CO are required for one cycle of
turnover. Our results indicate that this is true at high CO concentra-
tions; however, when CO is present at low concentrations, only one
CO molecule per turnover binds and undergoes oxidation.

Results from Lindahl’s and SWR’s laboratories indicate the exis-
tence of a UV-visible and EPR silent electron acceptor denoted Center
S that does not appear to be associated with any of the other metal
centers in the protein.

b. Second Half-Reaction The second half-reaction closes the cata-
lytic cycle by transferring electrons from reduced enzyme to an elec-
tron acceptor protein, such as ferredoxin. Ferredoxin or flavodoxin
(when iron is limiting) are likely to be the natural electron acceptors
for the C. thermoaceticum enzyme (120, 160). Ferredoxin also signifi-
cantly stimulates the rate of the CO/acetyl-CoA exchange reaction
(121) and the synthesis of acetyl-CoA from methyl-H4 folate, CO, and
CoA (161). An electrostatically stabilized complex between ferredoxin
and residues 229–239 of the large subunit was isolated by cross-link-
ing the two proteins with a carbodiimide (162). In R. rubrum, a 22-
kDa iron–sulfur protein was isolated that coupled CO oxidation to H2

evolution via a CO-induced membrane-bound hydrogenase (163). The
gene encoding this Fe–S protein, cooF, has been sequenced and is part
of the gene cluster containing CODH and the hydrogenase (60).

c. The Reverse Reaction: CO2 Reduction to CO Probably the most
important reaction catalyzed by Cluster C is the reverse reaction in
which CO is produced from CO2. Studies have demonstrated that,
even when acetogenic bacteria grow on glucose, they generate CO as
an intermediate in the formation of the carbonyl group of acetyl-CoA
(164). This involves a coupled reaction between pyruvate ferredoxin
oxidoreductase and CODH. The carboxyl group of pyruvate is con-
verted to CO2. Next, CO2 and electrons derived from the decarboxyl-
ation are transferred to CODH, which reduces the CO2 to CO. CO
then is used by the ACS active site (see later discussion), which incor-
porates CO into acetyl-CoA.

d. Analogous Reaction of CODH CODH is a highly promiscuous
electron transfer protein. It can reduce nitrous oxide to N2 approxi-
mately as fast as the copper containing nitrous oxide reductases from
denitrifying bacteria (165). The E O� of the N2O/N2 redox couple is
�1175 mV (166). It can reduce carbonyl sulfide (COS), a CO2 analog,
to CO and H2S (167, 168). The binding constant for COS is about
2 mM (167, 169). Another CO2 analog, CS2 , inhibits CO2 reduction
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competitively with respect to CO2 (167) and reverses cyanide inhibi-
tion (169, 170). When CODH is in the reduced state and electron ac-
ceptors are not present, it can reduce protons to H2 (171). The rate of
hydrogen formation is fast enough to account for the rate of H2 pro-
duction by growing cultures of C. thermoaceticum and could solve the
paradox that the highly CO-sensitive hydrogenases from acetogenic
bacteria evolve H2 when grown on CO.

10. Anions and Their Reactivity with Cluster C

A variety of anions bind to Cluster C, including cyanide, azide, thio-
cyanate, cyanate, and isocyanides. Among the anions, cyanide binds
most tightly to the enzyme. It is a specific and potent inhibitor (Ki �
10 mM) (172) of CO oxidation with little effect on acetyl-CoA synthe-
sis (120, 121, 173). Cyanide is a potent slow binding inhibitor (149,
172). CO can protect against and can relieve cyanide inhibition (149,
170, 172). CO2 , COS, and CS2 also can reverse cyanide inhibition (169,
170). Extensive kinetic studies by Ludden’s group on the R. rubrum
CODH indicate that CO and cyanide bind at the same site, specifi-
cally at the nickel site in Cluster C (149). Results with the C. thermo-
aceticum enzyme also indicate that CO and CN are mutually competi-
tive (172). Another possibility is espoused by Anderson and Lindahl
(170): that CO and cyanide bind at separate sites. Cyanide binding to
the R. rubrum CODH perturbs the Mössbauer signal of a Fe(II) site
(apparently a five-coordinate site called ferrous component II or FeA)
of Cluster C (148).

Azide, thiocyanate, and cyanate also have been shown to bind to
Cluster C (152). Although they are weak inhibitors of the enzyme,
they cause marked changes in the EPR spectrum of Cluster C (153),
converting the Cred1 state (with all g-values below 2) to a state in
which all g-values are above 2.

Isocyanides [RNC] (174, 175) are isoelectronic with CO and have
been extensively used as CO analogs in studies of heme proteins
(176–180). N-Butyl isocyanide (N-BIC) behaves as a CO analog at
both the CODH and ACS active sites (181). N-BIC competes with CO
in the CO oxidation reaction, is a sluggish reductant, and causes EPR
spectral changes at Clusters A, B, and C similar to those elicited by
CO.

11. Acetyl-CoA Synthesis

a. The ACS Active Site: a Ni/FeS Cluster at Center A; Demonstration
of a Heterometallic Cluster Containing Ni, Fe, and Bound CO (see Fig.
11.) Nickel was first shown to be a component of CODH/ACS in
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1982. When the enzyme is exposed to CO, a slow relaxing EPR signal
is observed with g-values at 2.08, 2.07, and 2.03 that is called the
NiFeC signal (145). This EPR signal exhibits significant broadening
when the enzyme is isolated from cells grown in the presence of a
stable isotope of Ni (61Ni, I � ��) (182). That CO is present in this
species was clearly demonstrated by EPR studies. Incubation with
13CO causes the EPR signal to split into a doublet because of the spin–
spin interactions with the 13C nucleus (I � ��) (182). Similar isotope
substitution studies with 57Fe showed that at least three iron atoms
are part of this center (183). Therefore, it was clear that the CO bind-
ing site was a complicated heterometallic metal cluster with unusual
magnetic properties. On the basis of ENDOR (184) and Mössbauer
(147) spectroscopic studies, it was proposed that Cluster A consists
of a nickel ion that is bridged to a [Fe4S4]2�/1� cluster, for example,
[Ni-X-Fe4S4], where X is an unknown bridge between the Ni ion and
one of the irons in the cubane cluster.

CO is the precursor of the carbonyl group of acetyl-CoA (discussed
earlier). An identical EPR signal is observed when other precursors
of the carbonyl group of acetyl-CoA are reacted with CODH/ACS: for
example, CO2 in the presence of reductant (145) and pyruvate (164).
Incubation with acetyl-CoA itself also gives rise to this EPR signal
(185).

The two subunits of CODH/ACS have been dissociated to offer a
clearer picture of the ACS active site (135). The holoenzyme contains
2 Ni, 12 Fe, and 14 S2� (120) that are organized into 3 discrete clus-
ters, whereas the isolated � subunit contains only 1 Ni and 4 Fe and
has spectroscopic properties similar to those of Cluster A in the native
enzyme (186). Based on EXAFS spectroscopy of the � subunit, the Ni
site in Cluster A has been proposed to be coordinated to 2 sulfur li-
gands at 2.19 Å and 2 nitrogen or oxygen ligands at 1.89 Å in a dis-
torted square plane (186).

Is the paramagnetic adduct between CO and Cluster A a kinetically
intermediate in acetyl-CoA synthesis? Questions have been raised
about whether this adduct is a catalytic intermediate in the pathway
of acetyl-CoA synthesis (187, 188) (as shown in Fig. 13), or is formed
in a side reaction that is not on the main catalytic pathway for acetyl-
CoA synthesis (189). A variety of biochemical studies have provided
strong support for the intermediacy of the [Ni–X–Fe4S4]–CO species
as the precursor of the carbonyl group of acetyl-CoA during acetyl-
CoA synthesis (133, 183, 185, 190). These studies have included rapid
freeze-quench EPR, stopped flow, rapid chemical quench, and isotope
exchange.
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FIG. 13. Proposed reaction mechanism for ACS. The reaction involves the sequential
assembly of acetyl-CoA from a carbonyl, methyl, and CoA. We favor a Ni(I) nucleophile
to form a catalytically competent paramagnetic M–CO complex, but see text for discus-
sion of an alternative mechanism.

12. Methyl Group Transfer from Methyl-Co to Cluster A

a. Possible Mechanisms After Cluster A binds CO, the methyl
group is transferred from the methylated CFeSP. This reaction can
occur by a heterolytic or a homolytic mechanism. The heterolytic
mechanism (mechanism 1) involves nucleophilic attack on the methyl
group by an incoming nucleophile, presumably Ni(I). The methyl
group in this mechanism is transferred as a cationic species and the
immediate product would be methylnickel(III). This mechanism is
similar to the manner in which the methyl–CFeSP is formed from
CH3–H4 folate (191).

Mechanism 1: CH3–Co(III) � Ni(I) s or } CH3–Ni(III) � Co(I)

A homolytic mechanism can also be considered. This could occur in
two possible ways. In mechanism 2, Ni(I) would capture the product



Ni–Fe–S ACTIVE SITES 323

of fragmentation of methyl–Co(III) species to yield Co(II) and
methyl–Ni(II). In this case the methyl group is transferred as a radi-
cal. This mechanism has been ruled out by stopped-flow studies that
demonstrated Co(I) to be the product of the transmethylation reaction
and is formed at a rate that mirrors the rate of methyl–Co3� decay
(192).

Mechanism 2: CH3–Co(III) � Ni(I) �—� CH3–Ni(II) � Co(II)

Another possible mechanism also involves a methyl radical (mecha-
nism 3). In this case, electron transfer from one of the reduced clus-
ters on CODH/ACS to methyl-Co(III) would form a methyl–Co(II)
species that can disproportionate to form Co(I) and methyl–Ni(II).

Mechanism 3: CH3–Co(III) � CODH/ACSred �—� CH3–Co(II) � CODH/ACSox

CH3–Co(II) � Ni(I) �—� CH3–Ni(II) � Co(I)

b. Biochemical Evidence Supporting heterolytic Methyl Transfer
Mechanism A radical mechanism would be attractive, since if there
were a strong enough reductant to convert methyl–Co(III) to methyl–
Co(II), then the organometallic bond would cleave extremely rapidly.
The relevant model chemistry supports mechanism 3. However, based
on several lines of evidence, we favor mechanism 1 for the biochemi-
cal reaction.

The first evidence that appears inconsistent with a homolytic
methyl group transfer is based on stereochemical studies of acetyl-
CoA synthesis from chiral CHTD-H4 folate. CHTD-H4 folate is con-
verted to acetyl-CoA with retention of configuration (193). Net reten-
tion is explained by one inversion of configuration occurring when the
methyl group is donated by CH3-H4 folate to the CFeSP and another
when the methyl group is transferred to CODH. In addition, the ste-
reochemical configuration of [CHTD]-acetyl-CoA is during the isotope
exchange reaction between CO and acetyl-CoA (194). Most radical re-
actions occur with racemization unless, in this case, the sp2 carbon
radical is captured before it has a chance to rotate during its path
from the Co center of the CFeSP to the Ni center of CODH.

A second theoretical inconsistency with a radical mechanism for the
biochemical reaction was described by Finke. Although cleavage of
the methyl–Co(II) bond is very efficient and rapid process, he argued
that homolysis of methyl–Co does not occur in enzymes because re-
duction of CH3–Co3� requires too low a potential for biochemically rel-
evant electron donors (��1.0 V vs NHE) (195). For example, the mid-
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point potential for Cluster A is ��540 mV (185). A solution of
methylated CFeSP is stable even after extensive (over 4 hours) incu-
bation at low redox potentials (�620 mV), indicating that a hetero-
lytic cleavage mechanism is unlikely (196).

The third reason for favoring a non-radical pathway is based on
studies of a mutant version of the CFeSP. This mutant was generated
by changing a cysteine residue to an alanine, which converts the
4Fe–4S cluster of the CFeSP into a 3Fe–4S cluster (14). This muta-
tion causes the redox potential of the 3Fe–4S cluster to increase by
about 500 mV. The mutant is incapable of coupling the reduction of
the cobalt center to the oxidation of CO by CODH. Correspondingly,
it is unable to participate in acetate synthesis from CH3–H4 folate,
CO, and CoA unless chemical reductants are present. If mechanism 3
(discussed earlier) is correct, then the methyl transfer from the meth-
ylated corrinoid protein to CODH should be crippled. However, this
reaction occurred at equal rates with the wild-type protein and the
CFeSP variant. We feel that this result rules out the possibility of a
radical methyl transfer mechanics and offers strong support for mech-
anism 1.

c. Biomimetic Chemistry Supporting a Radical Mechanism Rior-
dan has used monomeric synthetic Ni and Co complexes to provide a
chemical rationale for the biochemical transmethylation reaction. The
reaction involved a methyl transfer from a CH3–Co(III) complex to a
macrocyclic Ni(I) center (197). The results of this study strongly sup-
port a mechanism involving free radical intermediates (mechanism
3). Further studies using a radical clock probe 5-hexenyl-Co(III) also
strongly implicate a radical pathway (198). Studies of alkylnickel for-
mation from alkyl halides and a macrocyclic Ni(I) complex also indi-
cate the predominance of a radical akyl transfer mechanism (199).

It is puzzling that the model chemistry and the biochemistry do not
coincide. The interaction between the CFeSP and CODH/ACS must
form a transition state in which the radical pathway is disfavored.
Different possibilities to explain this distinction include control of co-
ordination chemistry of the CFeSP and/or the Ni site at Cluster A of
CODH/ACS. The cobalt cobamide center in the CFeSP from acetogens
and methanogens has a base-off coordination (200, 201). This particu-
lar conformation, i.e., base-off five-coordinate methyl–Co(III), is
thought to help prevent radical chemistry and to promote SN2-type
mechanisms. For example, five-coordinate organocobalamins are
about 1000-fold more stable to homolytic fission than the six-coordi-
nate form (202). Correspondingly, thiolate nucleophiles demethylated
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base-off methylcobinamide about 1000-fold faster than base-on meth-
ylcobalamin (203).

13. The Final Steps in Acetyl-CoA Synthesis

a. Carbon–Carbon Bond Formation The final steps in acetyl-CoA
synthesis involve formation of the C–C and C–S bonds of acetyl-CoA.
The acetyl-metal intermediate could be formed by a methyl migration
to the bound carbonyl group or a carbonyl insertion between a
methyl-metal species. Either mechanism would be consistent with the
stereochemical constraints described earlier, since both methyl migra-
tion and carbonyl insertion would be expected to proceed with reten-
tion of configuration at carbon (204, 205). There is another possible
intermediate in the mechanism in which CO is positioned adjacent to
the methyl group and on the same metal before insertion (206–209).

b. Carbon–Sulfur Bond Formation ACS could catalyze formation
of the thioester bond of acetyl-CoA by two types of mechanisms. One
possibility is that CoA binds through noncovalent interactions with
the protein and then displaces the bound acyl group in an SN2 type
reaction. Another possibility (208) is that CoA could first ligate to
Cluster A and then reductively eliminate the acetyl-metal species.
There is spectroscopic evidence for binding of CoA to Cluster A (121,
190, 210). Such a mechanism would provide a way to reduce Cluster
A for the next catalytic cycle. Significant binding energies are avail-
able in Coenzyme A that could be used to enhance catalysis or to aid
in control of the specificity of the type of mechanism (211). This area
is unexplored for CODH/ACS.

14. Studies of the Isolated Subunits of CODH/ACS

The subunits of CODH/ACS have been isolated (see earlier discus-
sion). The isolated ‘‘�’’ subunit contains one Ni and four Fe and has
spectroscopic properties (186) similar to those of Cluster A, the active
site of acetyl-CoA synthesis (212). Unfortunately, it has no ACS activ-
ity. Therefore, ACS activity may reside in the � subunit or it may
require both the � and the � subunits. If Clusters B and/or C of the
� subunit are involved in acetyl-CoA synthesis, one possible role could
be in electron transfer. Although acetyl-CoA synthesis and the CO/
exchange reactions do not involve net electron transfer, both of these
reactions are stimulated by ferredoxin, indicating that internal elec-
tron transfer within CODH/ACS may be required during the reaction
(121). Further studies with the isolated subunits and the reconstitu-
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ted enzyme are required to resolve the roles of the two subunits in
acetyl-CoA synthesis.

The active site structure of the acetogenic and methanogenic
CODH/ACS appears to be highly similar. The most active prepara-
tions of the methanogenic enzyme contain CODH and ACS activities
as part of a five-subunit complex. Grahame has shown that this com-
plex from Ms. barkeri can catalyze the cleavage of acetyl-CoA and
transfer the methyl group to tetrahydrosarcinapterin (213). The anal-
ogous complex from Mechanosarcina thermophila can synthesize
acetyl-CoA from methyl iodide, CoA, and CO (214), a typical assay for
ACS activity used in study of the C. thermoaceticum enzyme. Cur-
rently it seems most likely that the ACS activity resides in the �
subunit of this complex or requires a complex association of compo-
nents (� or ��). There is 68% functional similarity between the N-
terminal 397 amino acids of CdhC (the � subunit of the methanogenic
five-enzyme complex) and residues 317–729 of the � subunit of the
C. thermoaceticum enzyme (which harbors ACS activity) (215). This
homology includes two cysteine-rich motifs and several tryptophan
and arginine residues thought to be important in CoA binding. Gra-
hame has shown that an isolated truncated form of the � subunit of
the methanogenic complex retains full ability to cleave and resynthe-
size the C–S bond of acetyl-CoA (216). This preparation of the sub-
unit, however, is unable to catalyze the exchange reaction between
CO and acetyl-CoA, a diagnostic of the ability to synthesize acetyl-
CoA. Possibly an interaction between the CODH active site on the �
subunit and the C–S bond cleavage activity on the � subunit is re-
quired for acetyl-CoA synthesis.

V. Conclusions

The biologically uncommon Ni center associated with FeS clusters
is a powerful and unique catalytic unity. In this chapter we have re-
viewed the structural and mechanistic aspects of three NiFeS centers:
the active site of hydrogenase and Clusters A and C of CODH/ACS.
In the former, the association of a Ni center with the most unusual
FeCOCN�

2 unit is a fascinating one. Model chemists, spectroscopists,
and crystallographers have joined efforts to try and elucidate the re-
action mechanism. Although a consensus is being slowly reached, the
exact roles of the different active site components have not yet been
fully established. Ni appears to be the catalytic center proper,
whereas the unusual Fe center may be specially suited to bind a hy-
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dride and help electron transfer from it to the FeS clusters and the
redox partners.

Although the crystal structure of CODH or CODH/ACS has not yet
been solved, a great deal of work has been done on these enzymes and
plausible catalytic mechanisms have been proposed. Concerted action
between the Ni ion and one of the Fe centers of a 4Fe–4S cluster are
thought to elicit the formation of CO2 from CO. But perhaps the most
extraordinary reaction is the one catalyzed by Cluster A: the insertion
of CO to a Ni–CH3 complex. Through the two reactions catalyzed by
CODH/ACS, the highly toxic, CO is not only removed, but is used as
a source of carbon and electrons.

Under the prebiotic conditions of primordial Earth, most of the en-
ergy had to be obtained from inorganic sources. It is easy to imagine
that near volcanic vents, metabolic reactions involving hydrogen and
carbon monoxide occurred, eventually leading to the emergence of mi-
croorganisms. Consequently, it is very likely that the three reactions
catalyzed by NiFeS centers are at the very origin of life on Earth.
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206. Stavropoulos, P.; Carrié, M.; Muetterties, M. C.; Holm, R. H. J. Am. Chem. Soc.

1990, 112, 5385.
207. Stavropoulos, P.; Muetterties, M. C.; Carrié, M.; Holm, R. H. J. Am. Chem. Soc.
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I. Introduction

During the 1960s, research on proteins containing iron–sulfur clus-
ters was closely related to the field of photosynthesis. Whereas the
first ferredoxin, a 2[4Fe–4S] protein, was obtained in 1962 from the
nonphotosynthetic bacterium Clostridium pasteurianum (1), in the
same year, a plant-type [2Fe–2S] ferredoxin was isolated from spin-
ach chloroplasts (2). Despite the fact that members of this latter class
of protein have been reported for eubacteria and even archaebacteria
(for a review, see Ref. (3)), the name ‘‘plant-type’’ ferredoxin is often
used to denote this family of iron–sulfur proteins. The two decades
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that followed the discovery of the chloroplast ferredoxin were marked
by extensive involvement of iron–sulfur proteins in photosynthesis
research (e.g., 4–6). The 1980s, however, witnessed some uncoupling
of the two fields. This loss of contact is at least partially due to impor-
tant methodological (both experimental and theoretical) advances in
bioinorganic chemistry leading to emancipation of the discipline from
being merely instrumental to other fields of research. A few standard
(i.e., abundant and relatively easy to purify) proteins rose to the rank
of model systems in bioinorganic teaching, and their physiological
importance to the parent organisms often became secondary. A strik-
ing example of this phenomenon is provided by the high-potential
iron–sulfur proteins (HiPIPs), which have been studied by virtually
all the modern spectroscopic and computational techniques, but for
which no physiological functional role was known until a few years
ago.

Since the beginning of the 1990s, the trend appears to have re-
verted to strong interactions between the fields of photosynthetic
studies and bioinorganic chemistry largely due to the impact of molec-
ular biology, in particular site-specific mutagenesis and heterologous
expression. The present contribution summarizes these recent ad-
vances with emphasis on the part played by iron–sulfur centers in
photosynthesis.

If the inorganic chemistry of iron–sulfur centers has evolved tre-
mendously since 1962, the modern notion of photosynthesis equally
has little to do with its early versions. We now know that plant-type
photosynthesis occurred first in eubacteria, or more specifically in the
ancestors of extant cyanobacteria, and was subsequently imported
into eukaryotes via the events of endosymbiosis. The term ‘‘oxygenic
photosynthesis’’ appears more appropriate than ‘‘plant photosynthe-
sis,’’ since it applies to plastids as well as to cyanobacteria (see Fig.
1a, scheme [3]). Since no photosynthetic mechanisms based on chloro-
phylls have so far been found in archaebacteria, the evolution of pho-
tosynthesis is considered to have exclusively occurred within the do-
main of eubacteria (Fig. 1b). In this domain, two further (anoxygenic)
photosynthetic principles have been observed, each involving a cyto-
chrome bc complex and only a single reaction center (RC), which re-
sembles either photosystem I or photosystem II (except in the oxygen-
evolving capacity) of oxygenic photosynthesis (see Fig. 1a, schemes [1]
and [2]). The localization on the phylogenetic tree of life, based on
comparisons of 16S r-RNA sequences (7), of the species performing
the respective types of photosynthetic mechanism is shown in Fig. 1b.
The iron–sulfur centers participating in the light reactions of the
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FIG. 1. (a) Schematic representation of the three types of anoxygenic ([1] and [2])
and oxygenic ([3]) photosynthesis found in plants and bacteria. (b) Phylogenetic tree
based on 16S-rRNA sequence comparisons featuring only photosynthetic phyla.

three different photosynthetic principles are highlighted in the
schemes of Fig. 1a, comprising (a) the water-soluble ferredoxins ac-
cepting electrons from RCI (i.e., PS1 and related photosystems),
(b) the electron acceptors FX , FA , and FB of the membrane-bound RCI,
(c) the membrane-bound Rieske’s cluster of the cytochrome bc com-
plex, and (d) the HiPIP as soluble redox mediator between the cyto-
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chrome bc1 complex and the RCII-type photosystem in the majority of
the photosynthetic proteobacteria (Fig. 1a, scheme [2]).

II. 2[4Fe–4S] Proteins

A. 2[4Fe–4S] FERREDOXINS AS WATER-SOLUBLE ELECTRON CARRIERS

The 2[4Fe–4S] and [3Fe–4S][4Fe–4S] ferredoxins are components
of virtually all eubacteria and archaebacteria (3). Several comprehen-
sive reviews dealing with these small metalloproteins have appeared
(3, 8–12), but only those participating directly in the photosynthetic
light reactions will be addressed here.

Water-soluble ferredoxins shuttle electrons from the reducing side
of RCI-type photosystems toward ferredoxin-NADP-oxidoreductases
(FNR). Whereas this role is fulfilled by the so-called plant-type [2Fe–
2S] ferredoxin (13) in the oxygenic photosynthetic chain of cyanobac-
teria and chloroplasts (see Fig. 1a, scheme [3]), the anoxygenic photo-
synthetic chain of the green sulfur bacteria (Fig. 1a, scheme [1]) is
generally considered to use the bacterial-type, that is, 2[4Fe–4S] fer-
redoxin (14). The presence of such a 2[4Fe–4S] ferredoxin in Chlo-
robium limicola (15–17) and more recently Heliobacillus mobilis (18)
had been shown. The primary sequence of the chlorobial protein has
been determined (16), and it has been shown by reconstitution
experiments to potentially serve as electron acceptor to the chlorobial
RCI. For the heliobacterial protein, apparent single cluster redox po-
tentials of �500 and �530 mV have been obtained (18), in line with
a possible role as electron acceptor to the photosystem. For a more
critical discussion of the nature of the water-soluble ferredoxin in-
volved in photosynthesis of green sulfur and heliobacteria, see Sec-
tion IV.

B. THE FA/FB-BINDING SUBUNIT OF RCI-TYPE PHOTOSYSTEMS

1. Global Structure and Differences between Species

Whereas the 2[4Fe–4S] ferredoxin may have been replaced by the
[2Fe–2S] ferredoxins in oxygenic photosynthesis, another 2[4Fe–4S]
protein, the so-called FA/FB-binding subunit (see Fig. 1), appears to be
common to all RCI-type photosystems.

In 1987, the iron–sulfur clusters FA and FB acting as terminal elec-
tron acceptors in photosystem I have been shown to be located on a
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small protein of MWapp of about 8 kDa (19, 20), and the subsequent
sequence determination (21) has suggested that the FA/FB-subunit is
closely related to 2[4Fe–4S] ferredoxins. With this presumption, the
structure of the protein has been modeled (22–24). The structure of
PS1 that has been determined at 4 Å resolution (25) disagrees in a
few structural details (see later discussion), but confirms the global
similarity of the FA/FB-protein to 2[4Fe–4S] ferredoxins.

Clusters FA and FB of photosystem I from cyanobacteria and chloro-
plasts are distinguished by their EPR signatures (26, 27) and their
reduction potentials (�520 mV for FA and �580 mV for FB ; Ref. (28).
The assignment of cysteines in the primary sequence as ligands to
individual clusters has been achieved by site-specific mutagenesis (29,
Fig. 3), and structural information with regard to the environment of
both clusters has been obtained by NMR (24).

EPR-studies suggested that the terminal iron–sulfur acceptors in
the green sulfur bacterial RC (Fig. 1) strongly resemble those found
in PS1 with respect to spectral parameters, orientations of g-tensor
axes to the parent membrane, and intercluster distance (30–32). A
major difference, however, is in the inverted order of reduction poten-
tials, with FB less reducing than FA (31, 32). The protein has subse-
quently been identified (33) and sequenced (34, Fig. 3). Unexpectedly,
the FA/FB-subunit in green sulfur bacteria features a molecular mass
of about 20 kDa. This was rationalized by the presence of additional
domains in the primary sequence, such as a highly positively charged
N-terminal part (133 residues) and a C-terminal extension (32 resi-
dues), in addition to the central domain which corresponds to a
2[4Fe–4S] ferredoxin (see Fig. 3). Büttner et al. (34) have speculated
that the positively charged segment may participate in docking of the
putative electron-transfer partner, i.e., the chlorobial 2[4Fe–4S] ferre-
doxin, which is a strongly negatively charged protein. It is of note,
however, that N- and C-terminal extensions are not rare in 2[4Fe–4S]
ferredoxins (see, e.g., the Zn-binding domain of the archaeal ferre-
doxin from Sulfolobus (35, 36) or the C-terminal �-helical extension
in the Azotobacter ferredoxin (34)), and they are generally assumed
to serve in stabilizing the (���)2-core fold by providing bridging inter-
actions between the otherwise noninteracting �-strands of the core
structure. It therefore appears likely that, along with other possible
functions, the N- and C-terminal extensions increase the stability of
the FA/FB-subunit in the green sulfur bacterial RC. It is of note that
the C-terminal stretch contains two histidines and several aspartic
acids, which together with a histidine at the end of the N-terminal
extension might even form an additional metal binding site reminis-
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cent of that which has been discovered in the Sulfolobus ferredoxin.
The green sulfur bacterial RC appears to be made up of only the ho-
modimeric membrane-integral core, and the FA/FB-binding subunit
(34). By contrast, photosystem I contains close to 10 additional small
subunits, some of which appear to clamp the FA/FB-subunit to the RC
core (25). This fact may explain why the FA/FB-protein in PS1 does
not need additional structural elements in order to stabilize it.

A common feature of the FA/FB-proteins from both PS1 and the
green sulfur bacterial RC is an insertion of 11 (PS1) or 12 (green
sulfur bacteria) residues with respect to the model 2[4Fe–4S] ferre-
doxin, that from Peptococcus aerogenes, in the sequence stretch be-
tween the two cluster binding motifs (Fig. 3). This stretch corresponds
to a loop represented on the bottom of the Peptococcus ferredoxin in
Fig. 2a. In the previously published models (22, 23), this stretch re-
sembled a blister-like protrusion on the basic structure of the Pepto-
coccus protein, whereas the structure proposed from the 4 Å electron
density map merely extends the loop already present in the Peptococ-
cus ferredoxin (denoted by the darker gray in Fig. 2b). Interestingly,
a corresponding extension is present in the [3Fe–4S][4Fe–4S] ferre-
doxin from the archaebacterium Sulfolobus acidocaldarius. The 3D
structure (35) of the Sulfolobus protein (Fig. 2c) corroborates the pre-
diction put forward for the FA/FB-protein. One might even argue that
the ancestral ferredoxin contained the extended loop, since the cap-
ture of the FA/FB-subunit most probably occurs close to the root of the
phylogenetic tree of the eubacteria. The deletion of part of this loop
much later in evolution would then have led to the Peptococcus aero-
genes-type ferredoxins.

EPR studies on the heliobacterial RCI-type photosystem have again
demonstrated the presence of terminal iron–sulfur cluster acceptors
resembling FA/FB (37, 38). An FA/FB-subunit had, however, escaped
detection at this time. Detergent-solubilized RC preparations are de-
void of such a subunit (and of light-reducible iron–sulfur centers in
general). One might speculate that the heliobacterial RCI represents
an evolutionary state prior to capture of the 2[4Fe–4S] ferredoxin as
a fixed RC-subunit. In such a scenario, a water-soluble 2[4Fe–4S]-
ferredoxin could pick up electrons directly from the RC core and shut-
tle them to FNR. As mentioned earlier, significant amounts of 2[4Fe–
4S]-ferredoxin are indeed present in the soluble fraction of heliobacte-
ria (18). The EPR spectral features of this 2[4Fe–4S]-ferredoxin are,
however, quite different from those of the photoreducible centers (18),
arguing against the mobile FA/FB-subunit hypothesis. It appears
much more likely to us that a strong oxygen sensitivity of FA/FB in
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FIG. 2. Protein backbone representations of (a) the 2[4Fe–4S] ferredoxin from Pepto-
coccus aerogenes, (b) the proposed structure of the FA/FB-binding protein of PS1 based
on the 4 Å crystal structure (25), and (c) the [3Fe–4S][4Fe–4S] ferredoxin from Sulfolo-
bus acidocaldarius. Ligands to clusters FA and FB , important residues as well as the
loop extension (see text) are highlighted in darker gray.

the obligatorily anaerobic heliobacteria together with a weak associa-
tion of the subunit to the RC core may have hampered detection of
the protein.

2. Cluster Attribution, Redox Properties, and Electron Exchange

Clusters FA and FB can be (photo-)reduced by light-induced charge
separation within the RC complex at cryogenic temperatures. Since,
under these conditions, only one electron is injected into the FA/FB-
protein, and since furthermore the EPR spectra of FA and FB are sig-
nificantly different, a straightforward assignment of individual clus-
ters to the cluster-binding motifs in the primary sequence was
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FIG. 3. Sequence comparison of the FA/FB-binding subunits of PS1 from tobacco and
the RC of green sulfur bacteria with that of the 2[4Fe–4S] ferredoxin from Peptococcus
aerogenes. Cysteine ligands to the right-hand cluster in the three structures of Fig. 2
(i.e., cluster FB for the case of the FA/FB-protein) are marked by open boxes and residues
ligating the left-hand cluster by hatched boxes.

achieved based on alterations induced by site-specific mutagenesis on
PS1 from cyanobacteria (29). Cluster FB could thus be shown to be
ligated by cysteines 11, 14, 17, 58, whereas cysteines 21, 48, 51, 54
bind the FA-cluster (Fig. 2b). A similar conclusion was arrived at
based on sequence comparisons between the green sulfur bacterial
and the plastidic FA/FB-binding subunits (14). In the green sulfur bac-
terial protein, cluster FA is more negative than cluster FB (31),
whereas the reverse situation is encountered in PS1 (28). In the sec-
ond cluster-binding motif of the green sulfur bacterial subunit (Fig.
3), and in close structural vicinity of cluster FA (Fig. 2b), two positive
charges conserved in all PS1-FA/FB-subunits are absent, suggesting
an influence of these two residues on the reduction potential of the
respective clusters. The second cysteine motif has therefore been pro-
posed to ligate cluster FB (34). In a site-specific mutagenesis study in
Chlamydomonas, the two residues in question were converted into
those present in Chlorobium (39), nicely confirming the proposal
based on the sequence comparison. The mutated Chlamydomonas
PS1 was found to behave just like green sulfur bacteria in several
respects and in particular showed an inversed order of reduction po-
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tentials for FA and FB . With this electrochemical and structural data
available, the FA/FB-binding protein represents an ideal model to
study the influence of electrostatic interactions on reduction poten-
tials.

Since the early days of research on the terminal acceptors in PS1,
a controversy has existed as to whether FA and FB transfer electrons
in series or are part of two distinct electron-transfer pathways from
PS1. The (still preliminary) structure determination of PS1 has pro-
vided important clues concerning this question, showing that the
FA/FB-subunit is asymmetrically attached to the RC, yielding dis-
tances of 15 and 22 Å between each of the clusters and their presum-
able electron donor, the core-bound cluster FX (25). From the struc-
tural data it appears clear that only the proximal cluster will accept
electrons from FX . This proximal cluster can then either directly re-
duce the soluble ferredoxin or transfer its electron over the 12.5 Å
distance toward the distal cluster. In soluble 2[4Fe–4S] ferredoxins,
examples showing high electron exchange rates between both clusters
(e.g., Clostridium pasteurianum, Ref (40)) or absence thereof (e.g.,
Chromatium vinosum, Ref. (41)) have been described. The differences
between these two cases have been rationalized invoking different lo-
calizations of the mixed-valence pairs on the respective clusters (42),
which may result in significant variations in electron-transfer dis-
tances between the mixed-valence pairs. An NMR study of the cyano-
bacterial FA/FB-subunit expressed in E. coli has been carried out and
provided evidence for electron exchange rate constants between the
clusters faster than 100 �s (24). It therefore seems likely that the
FA/FB-subunit in PS1 (and judging from the high similarity of g-tensor
orientations, also that of the green sulfur bacterial RCI) serves as an
electron wire from center FX in the RC core toward the soluble ferre-
doxin.

At present, the assignment of the proximal and distal clusters to FA

or FB is still a subject of debate (25, 27, 43, 44). Whereas the group
performing the structure determination of PS1 admit that the present
resolution does not allow a definitive answer, they strongly favor the
model attributing center FB to the proximal and center FA to the distal
cluster (25). A large body of functional data, however, contradicts this
model (for a review, see Ref. (27)). Rather compelling evidence for
center FB being the distal cluster has been provided by site-directed
mutagenesis on a Lys residue situated on a loop extension close to
center FB (Fig. 2b). Since these data showed that the residue in ques-
tion is directly involved in docking of ferredoxin to the FA/FB-binding
protein (45), center FB is most probably the electron donor to the fer-
redoxin.
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III. The Bridging Cluster FX

In 1975, Evans et al. (46, 47) reported the EPR spectrum of a PS1-
electron acceptor apparently preceding the terminal iron–sulfur clus-
ter FA/FB . The EPR parameters of this center named ‘‘X’’ (gz � 2.06,
gy � 1.86, and gx � 1.76) and the wide linewidths on all three g-values
only remotely resembled those of typical iron–sulfur clusters. Several
hypotheses were put forward with respect to the chemical nature of
X. The presence of two conserved cysteine residues on each of the
two large PS1-subunits forming the heterodimeric core of the reaction
center, together with biochemical evidence (for a review, see (26))
strongly suggested this acceptor to be an iron–sulfur cluster bridging
the two halves of the dimeric core, very much like the situation en-
countered in the case of the nitrogenase Fe-protein (48). Center X
thus became known as the FX cluster. The likely cluster binding mo-
tifs were preceded by sequence segments resembling a leucine-zipper
motif (49). Comparisons with the green sulfur (34) and heliobacterial
(50) RC sequences as well as the 4Å-structure (25) did not, however,
support the leucine-zipper hypothesis. Site-specific mutagenesis con-
firmed the conserved cysteine residues as ligands to the cluster (51–
53), and the 3D structure of PS1 (25), although unable to identify the
ligands, showed the cluster to be at the interface of the two large sub-
units.

Cluster FX was also identified via its EPR spectral features in the
RCI photosystem from green sulfur bacteria (31, 32) and the cluster
binding motif was subsequently found in the gene sequence (34) of
the (single) subunit of the homodimeric reaction center core (for a
review, see (54, 55)). Whereas the same sequence motif is present in
the RCI from heliobacteria (50), no EPR evidence for the presence of
an iron–sulfur cluster related to FX has been obtained. There are,
however, indications from time-resolved optical spectroscopy for the
involvement of an FX-type center in electron transfer through the he-
liobacterial RC (56).

IV. [2Fe–2S] Ferredoxins

The prototype of this class of soluble ferredoxins was initially ob-
tained from spinach chloroplasts and subsequently been shown to
play a role in physiological electron shuttling between PS1 and a
number of redox proteins, most prominently ferredoxin-NADP-reduc-
tase (13). Homologous proteins were purified from several cyanobac-



IRON–SULFUR CENTERS IN PHOTOSYNTHETIC LIGHT REACTIONS 345

teria, yielding the first X-ray structures of the so-called plant-type
ferredoxins (57). Many isoforms have been detected, on both the pro-
tein and the genome levels; however, specific functions can only be
attributed to a small fraction of these iso-ferredoxins (for reviews, see
(3, 8)). Representatives of this family have meanwhile been detected
in a wide variety of prokaryotes besides cyanobacteria, and including
even archaebacteria (3), rendering the description ‘‘plant-type ferre-
doxin’’ even more obsolete.

The study of the [2Fe–2S] ferredoxin serving as an electron ac-
ceptor to PS1 was for a long time restricted to the determination of
biochemical, biophysical, and structural characteristics. The examina-
tion of the electron-transfer reaction between PS1 and the ferredoxin
was hampered by the low optical extinction coefficients and the
closely similar spectra of the electron-donating [4Fe–4S] clusters and
the [2Fe–2S] center on the ferredoxin. More recently, instrumental
advances together with the application of molecular biology have al-
lowed a breakthrough with respect to this question. The kinetics of
electron transfer from PS1 to ferredoxin are now characterized to
great detail (44, 58, 59) and first elements concerning the possible
docking site for ferredoxin on PS1 have been obtained (45).

As mentioned in Section II,A, it is generally assumed that a 2[4Fe–
4S] protein plays the role of the electron acceptor to the RCI-type
reaction center in green sulfur bacteria (14). We suggest some caution
concerning this hypothesis. In heliobacteria, in addition to an abun-
dant 2[4Fe–4S] protein, a second soluble ferredoxin has been purified
(following purification protocols described for the plant-type ferre-
doxin), the EPR characteristics of which correspond rather to [2Fe–
2S] than to [4Fe–4S] centers (18). Its reduction potential has been
determined as �520 mV (18), that is, in line with a possible function
as electron acceptor to the RC. As long as there is no clear evidence
for the absence of such a [2Fe–2S] ferredoxin in green sulfur bacteria,
a scenario where [2Fe–2S] ferredoxins act as electron acceptors to all
RCI-type photosystems cannot be discarded. In such a scenario, solu-
ble 2[4Fe–4S] proteins would not be involved in the light reactions of
photosynthesis.

V. High-Potential Iron–Sulfur Proteins

High-potential iron–sulfur proteins (HiPIP) form a family of small
(�6–10 kDa) soluble electron transport proteins originally only found
in photosynthetic representatives of the proteobacteria (for reviews,
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see (60, 61). Subsequently, three species of nonphotosynthetic proteo-
bacteria have been shown to contain HiPIP (62–64). HiPIP proteins
from selected organisms have been studied in detail with respect to
electrochemical properties (65, 66), primary sequences (67–71), and
3D structure (40, 72–78). The structure–function relationships of
HiPIPs have been reviewed (79).

In many HiPIPs, heterogeneous EPR spectra have been observed,
arguing for the presence of two populations differing in some elec-
tronic parameter (77, 78, 80, 81). These heterogeneous populations
are presently attributed to the existence of two different localizations
of the mixed-valence pair within the cube (40, 76). For the dominant
population, an attribution of g-tensor to molecular axes was proposed
(81) based on the study of spin–spin interaction within the dimeric
form of HiPIP. In this model, the gmax direction was proposed to point
out of the sulfur edge of the cube that is closest to the dimer interface.
An ENDOR-study (82) arrives at a different conclusion on the HiPIP
from Ectothiorhodospira halophila (iso II), putting gmax perpendicular
to the face of the cubane formed by the acid-labile sulfur atoms S2
and S4 (PDB numbering) and the mixed-valence pair.

On the basis of their abundances and their appropriate reduction
potentials, HiPIPs have previously been proposed as electron donor
to the proteobacterial photosynthetic RC (61). Time-resolved optical
spectroscopy performed on the purple bacteria Rubrivivax gelatinosus,
Rhodoferax fermentans, and Rhodocyclus tenuis in fact demonstrated
that under certain conditions HiPIP acts as the physiological electron
shuttle between the cytochrome bc1 complex and the RC-associated
tetraheme cytochrome subunit in these bacteria (83–86). A subse-
quent screening of photosynthetic proteobacteria using this technique
showed that HiPIP participates in photosynthetic electron transport
in most species of purple bacteria containing a tetraheme subunit
(87). In aerobically (i.e., nonphotosynthetically) grown cultures of the
purple bacterium Rhodoferax fermentans, HiPIP appears to transport
electrons from the cytochrome bc1 complex to a cb-type oxidase (84).
Osyczka et al. (88) and Menin et al. (86) have furthermore shown that
both HiPIP and the low-potential cytochrome c551 (Em about �50 mV)
for the case of Ru. gelatinosus or the high-potential cytochrome c8 for
the case of R. tenuis are able to rapidly donate electrons to the tet-
raheme subunit, suggesting the presence of multiple binding sites on
these tetraheme subunits.

An EPR study (89) on two-dimensionally ordered membranes has
shown (a) a strong association of HiPIP to the photosynthetic mem-
brane, and (b) that part of this membrane associated HiPIP forms a
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complex with the RC and can therefore be photooxidized even in sam-
ples immobilized by partial dehydration. Based on the attribution of
g-tensor axes to molecular axes (82), structural information with re-
spect to the interaction between HiPIP and the RC can be deduced
(89). The functional role of HiPIPs thus appears to be in the process
of being understood at last.

VI. The Rieske Protein

A. RIESKE PROTEINS FROM PHOTOSYNTHETIC AND RESPIRATORY CHAINS:
THE WRONG DICHOTOMY

A decade after the discovery of the Rieske protein in mitochondria
(90), a similar FeS protein was identified in spinach chloroplasts (91)
on the basis of its unique EPR spectrum and its unusually high reduc-
tion potential. In 1981, the Rieske protein was shown to be present
in purified cytochrome b6 f complex from spinach (92) and cyanobacte-
ria (93). In addition to the discovery in oxygenic photosynthesis,
Rieske centers have been detected in both single-RC photosynthetic
systems [2] (e.g., R. sphaeroides (94), Chloroflexus (95)) and [1] (Chlo-
robium limicola (96, 97), H. chlorum (98)). They form the subject of a
review in this volume.

In contrast to common usage, the distinction between ‘‘photosyn-
thetic’’ and ‘‘respiratory’’ Rieske proteins does not seem to make
sense. The mitochondrial Rieske protein is closely related to that of
photosynthetic purple bacteria, which represent the endosymbiotic
ancestors of mitochondria (for a review, see also (99)). Moreover, dur-
ing its evolution Rieske’s protein appears to have existed prior to pho-
tosynthesis (100, 101), and the photosynthetic chain was probably
built around a preexisting cytochrome bc complex (99). The evolution
of Rieske proteins from photosynthetic electron transport chains is
therefore intricately intertwined with that of respiration, and a dis-
cussion of the photosynthetic representatives necessarily has to in-
clude excursions into nonphotosynthetic systems.

B. THE RIESKE CENTER, AN UNUSUAL [2Fe–2S] CLUSTER

Rieske centers distinguish themselves from common [2Fe–2S] and
[4Fe–4S] clusters (a) by an unusual EPR spectrum characterized by
a low gav-value of 1.91 as compared to 1.96 for most 2Fe2S and 4Fe4S
ferredoxins (102) and (b) by an electrochemical potential that is al-
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most 700 mV more positive than that of the bulk of ‘‘normal’’ iron–
sulfur clusters. The extraordinarily high redox potential prompted
Blumberg and Peisach (103) to invoke elements less electron-donat-
ing than sulfur, such as oxygen or nitrogen, as ligands to the cluster.
In 1984, data on the Rieske proteins from Thermus thermophilus were
presented as providing evidence for histidines occupying at least part
of the ligand sphere of the cluster (104). The number of reducing
equivalents needed to fully reduce the cluster, as well as the quanti-
fication of Fe and acid-labile sulfur, indicated the presence of two
(spectroscopically fully identical) clusters within one protein. The
amino acid composition, however, showed the presence of only four
cysteines, that is, an insufficient number to ligate two clusters. Mean-
while, primary sequences of Rieske proteins (e.g., that of C. limicola
(105)) functionally more closely related to the Thermus protein than
those of plastids and mitochondria (see Section VI,E) have been deter-
mined, yielding amino acid composition patterns very similar to that
of the Thermus thermophilus protein while containing the ligand mo-
tifs for only one cluster. This indicates that the two-cluster hypothesis
for the T. thermophilus protein was based on insufficient accuracy of
the chemical/biochemical determinations. At the same time, X-band
ENDOR spectroscopy on several Rieske proteins (106, 107) suppos-
edly demonstrated the presence of histidine ligands because of the
observation of strongly hyperfine coupled nitrogens (A � 26–28 MHz).
The respective ENDOR spectra were subsequently shown to be misin-
terpreted and the presumable nitrogen resonances actually arose
from protons coupling to the cluster (108, 109). Q-band ENDOR and
ESEEM data (109–112), by contrast, indeed provided evidence for hy-
perfine couplings arising from histidine nitrogens in the frequency
range below 10 MHz. The fact that the A-tensor determined in the
Q-band ENDOR study (109) showed a nonvanishing trace indicated a
Fermi-contact contribution to this hyperfine coupling, that is,
through-bond interactions between an N-nucleus on histidine and the
unpaired spin. It is of note, however, that the data analysis yielding
the hyperfine tensor was based on a correlation of g-tensor and molec-
ular axes that has been rendered unlikely by the structure determina-
tion of the cytochrome bc1 complex (113) (see later discussion). A site-
specific mutagenesis study on a photosynthetic proteobacterium
showed that exchange of one of the four cys-candidates in the se-
quence against serine resulted in the formation of about 5% of resid-
ual cluster (114). The conclusion that the respective residue therefore
cannot be a ligand to the cluster, however, is not fully stringent, since
serine has been shown to substitute cysteine in bacterial [2Fe–2S]
ferredoxins.
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FIG. 4. Representation of the ligand sphere of the [2Fe–2S] cluster of the Rieske
protein from spinach and the attribution of g-tensor to molecular axes as discussed in
the text. Ser 130 has been observed to influence the redox potential of the cluster via
hydrogen interactions with the acid-labile bridging sulfur.

It was thus not before the resolution of the 3D structures of proteo-
lytic soluble fragments of the mitochondrial and plastidic Rieske pro-
teins (115, 116) that the ligands to the Rieske cluster were unambigu-
ously assigned. These structures show the 2Fe2S cluster to be
asymmetrically ligated by two cysteines to the redox inactive high-
spin Fe3� located toward the interior of the protein and by two sur-
face-exposed histidines binding to the ‘‘outer’’ iron atom, which under-
goes the change in valence from high-spin Fe3� to high-spin Fe2� (Fig.
4; see also (102, 117)). A correlation of the X-ray crystallographic
structure of mitochondrial cytochrome bc1 complex (113) and two-di-
mensionally ordered EPR (118) indicates that gx is collinear with the
Fe–Fe vector (see Fig. 4), an attribution that has already been dis-
cussed by Bertrand et al. (102) and Link and Iwata (119), but that
disagrees with the assumptions made in the Q-band ENDOR study
by Gurbiel et al. (109).

C. STRUCTURE AND SEQUENCE COMPARISONS

Sequence comparisons of Rieske proteins from various species prior
to the cystal structures (120, 121) noted a high degree of conservation
in the C-terminal part of the protein, that is, the segment including
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the cluster binding motifs. Concerning the N-terminal two-thirds of
the sequence, two classes represented by the plastidic/cyanobacterial
and mitochondrial/proteobacterial proteins, respectively, could be dis-
tinguished with only scant homologies between the two families.
Crystal structures of a mitochondrial (115) and a plastid (116) Rieske
protein (or more specifically, the water-soluble domains thereof) have
rationalized these findings. The Rieske proteins were seen to contain
two domains; a cluster binding C-terminal subdomain, which is al-
most identical in the proteins from both families; and a large (mostly
N-terminal) domain showing only low structural similarity (Fig. 5).
Carrell et al. (116) have presented a sequence comparison between
the two families based on the available structural information. A con-
densed version of this sequence comparison is represented in Fig. 6.

In addition to the b6 f and bc1 Rieske proteins, we have included the
available sequences from two other photosynthetic phyla (see phylo-
genetic tree in Fig. 1b); from green sulfur bacteria (105) and firmi-
cutes (122) (note that the shown sequence is from a nonphotosyn-
thetic representative of the firmicutes). The sequence comparison
demonstrates that the green sulfur bacterial protein closely resembles
the mitochondrial representative with respect to the folding pattern
of the large N-terminal domain, whereas the firmicute Rieske protein
appears to belong to the b6 f class (Fig. 6). These findings are in line
with the topology of the phylogenetic tree shown in Fig. 1b. Consider-
ing only the photosynthetic species of the eubacteria, a divergence
into the two different types of N-terminal domains seems to have oc-
curred at the level of the branching-off of the cyanobacterial/firmicute
phylum. Phylogenetically more distant Rieske proteins, such as those
of the respiring eubacterium Aquifex (123) or the archaebacterium
Sulfolobus (100), may well again have different folding patterns in
this domain. From the available sequence information, we would not
dare to attribute them to one of the two groups shown in Fig. 6.

D. A UNIQUE FUNCTIONAL MECHANISM INVOLVING THE RIESKE PROTEIN

X-ray structures of mitochondrial bc1 complexes from three differ-
ent sources (113, 124, 125) have found the b- and c-type hemes at
roughly identical positions, whereas the Rieske protein was seen in
different places as a function of crystal space group and presence or
absence of inhibitors of the enzyme. This fact was interpreted to sug-
gest a long-range conformational movement of the Rieske protein dur-
ing turnover of the complex. The range of observed positions of the
Rieske protein indicated that the soluble domain can move like a
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FIG. 5. Structural comparison of the water-soluble fragments of the Rieske proteins
from (a) spinach chloroplasts and (b) beef heart mitochondria. Conserved and variable
regions are highlighted and the conserved �-loop discussed in Fig. 6 is denoted by
darker gray on the rear of the molecules.

pump head, shuttling electrons from the substrate-binding (‘‘Qo-’’) site
close to the bL-heme onto cytochrome c1 (113, 125). Stimulated by the
crystallographic results, differing conformations of the Rieske protein
have also been observed by EPR on two-dimensionally ordered sam-
ples (118), removing doubts as to whether the observed variability in
positions might reflect stabilization of nonphysiological conformations
due to crystal contacts.

The Rieske protein in the cytochrome bc1 complex thus represents
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FIG. 6. Sequence comparisons of Rieske proteins from spinach chloroplasts, beef
heart mitochondria, green sulfur bacteria, and firmicutes. The extended insertion of
proteobacterial Rieske proteins as compared to the mitochondrial one is indicated by a
dotted arrow. The redox-potential-influencing Ser residue is marked by a vertical
arrow. The top and the bottom sequence numberings refer to the spinach and bovine
proteins, respectively. Fully conserved residues are marked by dark shading, whereas
the residues conserved in the b6f-group are denoted by lighter shading.

the first example of intracomplex electron shuttling based on domain
movement rather than on outer-shell electron transfer through a fixed
scaffolding of redox centers (126, 127). EPR measurements on Rieske
clusters from phylogenetically distant species (including archaebacte-
ria) show that the movement of the Rieske protein is conserved
through the evolution of cytochrome bc complexes (128), underscoring
the functional importance of this mechanism for turnover of cyto-
chrome bc complexes.

E. REDUCTION POTENTIALS AND THEIR pH DEPENDENCE

The Rieske clusters observed in cytochrome bc complexes from ‘‘tra-
ditional’’ sources (i.e., mitochondria, proteobacteria, plastids, and cy-



IRON–SULFUR CENTERS IN PHOTOSYNTHETIC LIGHT REACTIONS 353

FIG. 7. Schematic comparison of the Em–pH curves determined from various Rieske
centers as described in the text.

anobacteria) titrate in the vicinity of 300 mV (vs SHE). Since the
early 1980s, however, a number of Rieske centers with significantly
lower Em values have been reported, such as those from Bacillus alka-
lophilus (129), Thermus thermophilus (130), Chloroflexus aurantiacus
(95), Bacillus PS3 (131), Bacillus firmus (132), Heliobacterium
chlorum (98), and Chlorobium limicola (96, 97).

All these latter centers were seen to titrate at around 150 mV, that
is, some 150 mV lower than the ‘‘traditional’’ centers, and thus form
a separate subclass of this type of redox proteins (see Fig. 7). Since
similar downshifts were observed for almost all redox components in
the mentioned species (for a compilation, see (133), it is generally
assumed that the differences between the two groups represent an
adaptation to the difference in Em value of the quinone pool, which is
plastoquinone(PQ)/ubiquinone(UQ) (Em,7 � 100 mV) in the ‘‘tradi-
tional’’ species and menaquinone (MK) (Em,7 � �70 mV) in the other
organisms mentioned.
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The difference in Em values between the PQ/UQ and MK classes of
Rieske centers represents a rare case in bioinorganic chemistry where
such a shift in potential can be pinned down to a single amino acid
residue. The high-resolution structure of the mitochondrial Rieske
fragment showed the hydroxyl group of a serine residue two positions
upstream from the second cluster-ligating histidine to form a hydro-
gen bridge with one of the bridging sulfur atoms of the cluster (Fig.
4). This hydrogen bridge can be expected to withdraw electron density
from the cluster, that is, to raise its midpoint potential. Intriguingly,
in all available sequences of Rieske proteins belonging to the MK
class, this serine is replaced by a residue that will not support hydro-
gen-bond interactions (Fig. 6). The crucial influence of this hydrogen
bond was subsequently confirmed via exchange of the serine by site-
specific mutagenesis resulting in a drop of 130 mV in the Em of the
Rieske cluster (134, 135).

As early as 1976, Prince and Dutton (94) showed that the Em values
of the mitochondrial and proteobacterial Rieske centers decrease
above pH 8, indicating the involvement in the redox transition of a
deprotonatable group on the oxidized form of the cluster. A similar
pK value of about 8 was subsequently found for Rieske proteins from
both the PQ/UQ and the MK classes (97, 130–132, 136–138). It was
furthermore shown that the implication of two protons rather than
one (131) with differing pK values (138) can be distinguished above
pH 8.

These two redox-linked protons were tentatively attributed to the
N-protons of the cluster-ligating histidine residues (130, 131, 137).
Although this attribution appears likely in the light of the structure,
so far no experimental evidence substantiating this hypothesis is
available.

To date, only two exceptions to the ‘‘pK of 8’’ rule have been found;
the Rieske protein from Sulfolobus acidocaldarius (139) and that
from Thiobacillus ferrooxidans (140). In both cases, a first pK is ob-
served in the vicinity of 6 (Fig. 7). The fact that Sulfolobus and Thio-
bacillus are phylogenetically almost as distant as they can possibly
be, but share acidophilic growth conditions (medium-pH of 2), indi-
cates that the pK, which is lower by 2 pH units in Sulfolobus and
Thiobacillus, reflects adaptation. In the absence of structural infor-
mation for the two acidophilic Rieske proteins, the molecular modifi-
cations resulting in this pK shift are difficult to guess. The absence of
sequence data for the Thiobacillus protein furthermore precludes a
comparative approach. It seems likely, however, that the solvent-
exposed histidine ligands to the cluster will become slightly more bur-
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ied by aromatic residues as has been observed for a similarly exposed
histidine (serving as a copper ligand) in the blue copper protein rus-
ticyanin from Thiobacillus (141). These structural modifications are
considered to induce strong shifts in pK value. The analogy with the
small blue copper proteins may furthermore provide a rationale for
the necessity of such a pK shift. Since in both UQ/PQ and MK sys-
tems, these pK values are well above the operating pH of the en-
zymes, a functional presure to downshift the pK values seems un-
likely. However (in addition to the stability problem concerning the
‘‘acid-labile’’ bridging sulfurs), the partial histidine-ligation of the
Rieske center may render this 2Fe2S cluster susceptible to breakage
of the ligand–metal bond due to protonation of the histidine(s), just
as had been demonstrated for the case of plastocyanin (142). Ham-
pered access of solvent protons to the histidine ligands may stabilize
the ligand–metal bond and render it tolerant to the low ambient pH.
This strategy obviously allows rusticyanin to survive exposure to pH
2, that is, pH values where ordinary small blue copper proteins would
have been entirely transformed to apoprotein.

VII. Evolutionary Remarks

Studies (see, e.g., (101)) indicate that photosynthesis originated
after the development of respiratory electron transfer pathways (99,
143). The photosynthetic reaction center, in this scenario, would have
been created in order to enhance the efficiency of the already existing
electron transport chains, that is, by adding a light-driven cycle
around the cytochrome bc complex. The Rieske protein as the key
subunit in cytochrome bc complexes would in this picture have con-
tributed the first iron–sulfur center involved in photosynthetic mech-
anisms (since on the basis of the present data, it seems likely to us
that the first photosynthetic RC resembled RCII, i.e., was devoid of
iron–sulfur clusters).

RCII may subsequently have been transformed into RCI by forma-
tion of the Fx cluster and eventually the capturing of a soluble 2[4Fe–
4S] protein as an RC-associated subunit. These additions would have
allowed electrons to leave the space of the membrane and serve for
reductive processes in the dark reactions of photosynthesis. Our pres-
ent knowledge concerning distribution of HiPIPs among species indi-
cate that this electron carrier would have been invented only lately
within the branch of the proteobacteria. The evolutionary driving
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forces favoring replacement of small blue copper proteins or cyto-
chromes by HiPIP remains something of a mystery at present.
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I. Introduction

This chapter will focus on simple and complex iron–sulfur-con-
taining proteins isolated from sulfate reducing bacteria (SRB), in or-
der to review the following topics: types and distribution of proteins;
metal clusters involved and their association with other centers and
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cofactors; cluster binding motifs; electronic and magnetic properties
of the iron–sulfur clusters present; and cluster interconversions, in-
cluding heterometal cluster formation. The text is organized starting
from mononuclear to multinuclear Fe–S sites and then considers as-
sociations within these basic units, as well as with novel Fe–S struc-
tural arrangements. Finally, complex structures involving Fe–S basic
units and other redox centers (flavin, heme, nickel, and molybdenum)
are described. The basic units are indicated in Fig. 1.1,2

II. Rubredoxin and Desulforedoxin

Isolated from the cytoplasmic fractions of different Desulfovibrio
strains (1–4), as well as other anaerobic bacteria (5–8), rubredoxins
(Rd) are the simplest iron–sulfur proteins. Rubredoxins are small
monomeric proteins (approx. 6 kDa) that contain a single iron atom
per polypeptide chain. The iron atom is coordinated by four cysteine
residues in a pattern common to all Rd proteins (see Fig. 1). This
center can be stabilized in two redox states. In the oxidized form of
the protein, the iron is in the paramagnetic high-spin ferric state.
The UV/visible spectrum of the protein is dominated by cysteinyl-S �
Fe(III) charge transfer transitions with absorption maxima at 493,
376, and 278 nm (typically 493 � 7 mM�1cm�1/iron atom). In the oxi-
dized state an EPR signal can be observed with resonances around
g � 4.3 and 9.4, characteristic of a fully rhombic Kramer system with
S � ��. In accordance with this observation, the Mössbauer data show
a magnetic spectrum that can be simulated with parameters typical
of tetrahedral sulfur coordination (E/D � ��) (9). The reduced state is
obtained by treatment with weak reducing agents since the midpoint
redox potential is reasonably high (�50 mV � E0 � 0 mV). The Möss-
bauer spectrum of the reduced form is consistent with the presence of
an iron atom in the high-spin ferrous state.

An exception to this coordination pattern is observed in Desulfo-
vibrio (D.) gigas desulforedoxin (Dx). The protein is a 8-kDa homodi-
mer where it was found that two of the coordinating cysteines were
contiguous in the amino acid sequence (10, 11) (Fig. 2). This fact im-

1 Most of the enzymes are built of homo or heteromultimeric structures. For the
sake of simplification, in the figures only the structures of the monomeric unit of the
homomultimer will be shown.

2 Through the text Desulfovibrio will be referred to as D. and Desulfovibrio desulfuri-
cans ATCC 27774 as D. desulfuricans.
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FIG. 1. Iron–sulfur clusters: basic building blocks. In most cases the iron is tetrahe-
drally coordinated by sulfur from cysteinyl residues (and labile sulfur). Variability on
coordination is allowed (see text). A, Rubredoxin type FeS4 (simplest cluster, no labile
sulfur); B, plant-type ferredoxin [2Fe–2S]; C, bacterial ferredoxin [3Fe–4S]; D, bacte-
rial ferredoxin and HiPIP [4Fe–4S]; E, novel cluster [4Fe–2S, 2O] (‘‘hybrid cluster’’).
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FIG. 2. Comparison of the metal site geometries and dihedral angles in rubredoxin
and desulforedoxin. Sequence labels: D.v. M—D. vulgaris Miyazaki; D.d.—
Desulfovibrio desulfuricans ATCC 27774; D.g.—Desulfovibrio gigas; D.v. H—
Desulfovibrio vulgaris Hildenborough. In the table (bottom) are shown the dihedral
angles (degrees) corresponding to ranges of values for both subunits of Dx and for three
different Rd structures from the Desulfovibrio genus.

poses a distortion that changes the observed magnetic properties of
the center. In the Dx case, the EPR spectrum shows resonances at
g � 1.8, 4.1, 5.7, and 7.7 that are explained by a Kramers system
with E/D � 0.08 (12). In this particular case Mössbauer spectroscopy
proved to be an invaluable tool to determine the correct coordination
(13). In both ferric and ferrous states, Mössbauer data are consistent
with the distorted tetrahedral sulfur coordination. Because of the
small size of the monomer, a total synthetic protein was prepared to
produce a Dx-like polypeptide chain followed by chemical reconstitu-
tion of the iron center (14).
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FIG. 3. The structure of D. gigas desulforedoxin monomer, showing the Fe(RS)4 core
and the tracing of the polypeptide chain.

While crystal structures of rubredoxins have been known since
1970 (for a full review on rubredoxins in the crystalline state, see Ref.
(15)), only recently have both crystal and solution structures of Dx
been reported (16, 17) (Fig. 3). The protein can be described as a 2-
fold symmetric dimer, firmly hydrogen-bonded and folded as an in-
complete �-barrel with the two iron centers placed on opposite poles
of the molecule, 16 Å apart. Superimposition of Dx and Rd structures
reveal that while some structural features are shared between these
two proteins, significant differences in the metal environment and
water structure exist. They can account for the spectroscopic differ-
ences described earlier.

Mutants of Dx were constructed, introducing Gly and Pro–Val se-
quences between Cys 28 and Cys 29 residues, altering the spacing
between the adjacent coordinating cysteines. The properties of the
mutated proteins are altered and the center became more close to
that in rubredoxin (18).

Different metals are readily incorporated into rubredoxin-type cen-
ters after reconstitution of apoprotein with appropriate metal salts
(5). Rd and Dx derivatives containing Ni and Co have been analyzed
by UV-vis, NMR, EPR, electrochemistry, and MCD (13, 19–22). 57Fe
replacement has been used for Mössbauer studies and an indium de-
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rivative used for phase resolution in X-ray structural determination
of Dx (13, 16). Substitution of the native iron by 113Cd, 199Hg, and Zn
has been carried out for NMR studies. In particular the Zn deriva-
tives of Dx and Rd have been exploited by 2D NMR (23–25). The
3D solution structure of 113Cd Dx has been completely solved and a
comparison of the solution structures of Fe, Zn, and 113Cd derivatives
made (26). The main conclusion was that the geometry at the metal
site and the overall folding was not too much affected, but the hydro-
gen bonding was altered. The NMR study of 113Cd substituted Rd, Dx,
and Dx mutants, as well as Dfx-N-terminal constructs, indicates that
the 113Cd chemical shift is a quite sensitive tool to probe subtle geo-
metric differences at the site (27).

It has always been assumed that these simple proteins act as elec-
tron-transfer proteins. This is also a fair conclusion if we take in ac-
count that different proteins were isolated in which the Fe(RS)4 center
is in association with other non-heme, non-iron-sulfur centers. In
these proteins the Fe(RS)4 center may serve as electron donor/ac-
ceptor to the catalytic site, as in other iron–sulfur proteins where
[2Fe–2S], [3Fe–4S], and [4Fe–4S] clusters are proposed to be in-
volved in the intramolecular electron transfer pathway (see the fol-
lowing examples).

III. Desulfoferrodoxin

First isolated from D. desulfuricans (28), desulfoferrodoxin (Dfx)
was also isolated from D. vulgaris (29). Dfx is a 28-kDa homodimer
that contains two monomeric iron centers per protein. These iron cen-
ters were extensively characterized by UV/visible, EPR, resonance
Raman, and Mössbauer spectroscopies (30). The data obtained were
consistent with the presence of one Dx-like center (center I) and an-
other monomeric iron center with higher coordination number (penta
or hexacoordinate), with O/N ligands and one or two cysteine residues
(center II). Comparison of known Dfx sequences led to the conclusion
that only five cysteines were conserved, and that only one of them
could be a ligand of center II (31).

The protein can be purified in two distinct redox states: the fully
oxidized form, called the gray form, and the half-reduced form, called
the pink form (30). In the gray form both iron centers are in the high-
spin ferric state (S � ��). In addition to the signals associated with the
Dx-like center, the gray form of Dfx exhibits a signal at g � 4.3 and
a shoulder at g � 9.6, indicating a high-spin ferric state with E/D �
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�� attributed to the oxidized center II. The Dx-like center dominates
the absorption spectrum. However, in the gray form additional peaks
at 635 and 335 nm were observed. The visible band at 635 nm, re-
sponsible for the gray color of the protein, was assigned to a cysteinyl-
S � Fe(III) charge transfer transition localized on center II. Upon
one-electron reduction, center II becomes high-spin ferrous and the
protein retains the pink color due to the oxidized center I.

Redox titrations of the gray form monitored by optical spectroscopy
indicate midpoint potentials of approx. �4 and �240 mV for centers
I and II, respectively.

The Dfx 3D structure has been determined by MAD phasing and
refinement to 1.9 Å resolution (32). As expected, the structure shows
a homodimer that contains two iron centers per monomer. The poly-
peptide chain is folded into two domains. Domain I is structurally
similar to Dx and contains the Fe(RS)4 center. Domain II has an iron
center with square pyramidal coordination to four nitrogens from his-
tidines as the equatorial ligands, and one sulfur from a cysteine as
the axial ligand. Interestingly, a calcium atom (used in the crystalli-
zation process) was found at the dimer interface, possibly stabilizing
the dimeric state. The function of Dfx is not known. However, this
protein is not exclusive of the Desulfovibrio genus. DNA sequences
have revealed that Desulfoarculus baarsi (33, 34), Archaeoglobus ful-
gidus (35), Metanobacterium thermoautotrophicum (36), and Methano-
coccus jannaschii (37) all contain Dfx.

IV. Rubrerythrin

Rubrerythrin (Rr) was first isolated in 1988 from cellular extracts
of D. vulgaris Hildenborough (38), and later also found in D. desulfuri-
cans (39). Rr is constituted by two identical subunits of 22 kDa and it
was shown that each monomer contains one Rd-like center, Fe(RS)4 ,
and a diiron-oxo center similar to the ones found in methane monoox-
ygenase (MMO) (40, 41) or ribonucleotide reductase (RNR-R2) (42).
After aerobic purification, the UV-visible spectrum shows maxima at
492, 365, and 280 nm, and shoulders at 570 and 350 nm. This spec-
trum is similar to the ones observed for Rd proteins. From a simple
subtraction of a typical Rd UV-vis spectrum (normalized to 492 nm)
it is possible to show that the remainder of the spectrum (maxima at
365 nm and a shoulder at 460 nm) strongly resembles the spectrum
of met-hemerythrin, another diiron-oxo containing protein.
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The EPR spectrum of the as-isolated protein exhibits resonances at
g � 9.4 and 4.3 as expected for a high-spin ferric Rd-like center. How-
ever, another rhombic signal can be observed with resonances at g �
1.98, 1.76 and 1.57. These g values, as well as the shape of the sig-
nals, are typical of diiron-oxo centers and can be attributed to a small
percentage of half-reduced diiron centers. In this state one high-spin
Fe(II) (S � 2) is antiferromagnetically coupled with a high-spin
Fe(III) (S � ��) to give rise to a system with S � ��.

Strongly supporting this spectroscopic data, Mössbauer spectros-
copy of the as-isolated Rr shows the presence of two types of iron
centers: a magnetic component that can be well simulated by the pa-
rameters of Rd, and a diamagnetic component attributed to the di-
iron-oxo cluster and resulting from the antiferromagnetic coupling of
the two irons.

Biochemical and spectroscopic studies performed on the native (43)
and reconstituted (44) protein from D. vulgaris and on the D. desul-
furicans native Rr (39) proved that each monomer contains one Rd-
like center and one �-oxo diiron center. From the analysis of the pri-
mary structure, a strong homology was found between the C-terminal
of Rr and the D. vulgaris Rd sequence, suggesting that the Fe(RS)4

center is, therefore, located in the C-terminal domain (45, 46). Also
the N-terminal portion of the sequence contains two internally homol-
ogous sequences, each containing a Glu-X-X-His motif. Since these
repetitive sequence motifs are found to provide carboxylate and histi-
dine ligands to each diiron site in MMO and RNR-R2, it was sug-
gested that these Glu-X-X-His motifs also provide ligands to the di-
iron-oxo cluster in Rr (47).

The midpoint redox potentials were estimated to be �230 mV
(pH � 8.6) or �281 mV (pH � 7.0) for the Rd-like centers, and �339
and �246 mV (pH � 7.0) for the diiron-oxo center (38, 43). This is a
surprising observation, since the normal redox potential of Rd centers
is about 0 mV. All spectroscopic evidence points to the fact that the
monomeric iron centers present in Rr are virtually identical to the
ones found in Rd. Hence, it is reasonable to assume that the first
coordination sphere of these centers cannot be held responsible for
the 250 mV difference in the midpoint redox potentials.

In 1996, the 3D-structure of D. vulgaris Rr was published by de-
Maré and collaborators (48), and all the studies earlier published
were proved to be correct. The protein is described as a tetramer of
two-domain subunits (Fig. 4). Each subunit contains a domain charac-
terized by a four-helix bundle surrounding a diiron-oxo site and a C-
terminal rubredoxin-like Fe(RS)4 domain (see Fig. 2). In this last do-
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FIG. 4. The structure of D. vulgaris Rubrerythrin monomer, showing the Fe(RS)4

core, the diiron-oxo cluster, and the tracing of the polypeptide chain. The presence of
two distinct domains is striking.

main, some of the residues present in the vicinity of the Fe(RS)4 cen-
ter (Asn 160, His 179, and Ala 176) are nonconserved in Rd and ap-
pear to create a more polar and solvent-exposed environment around
the center. This different environment is suggested to account for the
unusually high midpoint redox potential observed. The diiron-oxo cen-
ter is approximately octahedrally coordinated by two terminal carbox-
ylates, one histidine, and three bridging carboxylates. Interestingly,
the four-helix bundle of Rr closely resembles those found in ferritin
(49, 50) and bacterioferritin subunits (51), suggesting a relationship
among these proteins. This observation is even more relevant if we
consider the fact that an in vitro ferroxidase activity was reported for
Rr (52). It has been demonstrated that in human H-ferritin, diiron-
oxo sites, similar to the one present in Rr, are intermediates in the
mineralization process (53). However, ferritins are large protein mole-
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cules composed of 24 subunits, forming a hollow sphere with a diameter
of approximately 12 nm. This highly specialized structure can store up
to 4500 iron atoms, an obvious contrast to the dimeric structure of Rr.
So, unless more conclusive experimental data is obtained, it seems pre-
mature to attribute a role in the iron storage mechanism to Rr.

Finally, also isolated from D. vulgaris was another homodimeric
protein (subunit molecular mass of 27 kDa) named nigerythrin (43).
Spectroscopic characterization revealed that this protein is similar to
Rr. The function of nigerythrin is also unknown. It should be noted
that genes coding for two similar Rr proteins were also found in Arch-
aeoglobus fulgidus.

V. Ferredoxins

Four distinct types of ferredoxins3 are found in SRB, containing
[3Fe–4S], [4Fe–4S], [3Fe–4S] � [4Fe–4S], and 2 � [4Fe–4S] clusters.
A common structural feature shared by these centers is that each iron
atom is tetrahedrally coordinated and contains bridging inorganic sul-
fur atoms. The terminal ligands for the clusters are in general cyste-
inyl sulfur (54–58) but other ligands containing O/N may be involved
(i.e., aspartic acid or histidine can be a cluster ligand; see hydro-
genase section). A close structural relationship is apparent between
the [3Fe–4S] and the [4Fe–4S] clusters.

In particular, the study of SRB ferredoxins enables us to survey the
different properties of simple iron–sulfur proteins, including electron
transfer, flexibility in coordination chemistry, and ability to undergo
cluster interconversions. Most of the observations can be extrapolated
to more complex situations.

Seven ferredoxins are well characterized in SRB. Different SRB
species have now been found to contain more than one type of ferre-

3 Ferredoxins (Fd) are simple iron–sulfur proteins characterized by the presence of
iron and sulfide (not necessarily in equimolar amounts), low molecular masses (�6
kDa), preponderance of acidic and low content in aromatic amino acid residues, charac-
teristic electronic spectra dominated by cysteinyl-S � Fe charge transfer transitions
(300–400 nm region), and typical EPR signals observed in oxidized and/or reduced
states. Three stable oxidation states, 3�, 2�, and 1�, have been observed for the [4Fe–
4S] cluster. The 3� and 2� states are stable in high potential iron–sulfur proteins,
while the 2� and 1� states are detected in bacterial ferredoxins and other 4Fe cluster-
containing proteins (59). The clusters discovered in ferredoxins from SRB belong to this
last category. Both the 3� and 1� states are paramagnetic with S � ��. The 2� state
is diamagnetic.
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doxin (59). Only [3Fe–4S] (1�, 0 oxidation states) and [4Fe–4S] (2�,
1� oxidation states, bacterial ferredoxin-type) centers are found in
the active sites of ferredoxins isolated from SRB.

The ferredoxins isolated from D. gigas have been quite extensively
studied by different experimental approaches and spectroscopic tech-
niques and will be used here as a reference system. Ferredoxin I (D.
gigas FdI) and ferredoxin II (D. gigas FdII) (60–62) are composed of
the same polypeptide chain (58 amino acids, 6 cysteines) (63). D. gigas
FdI is a dimer and contains a single [4Fe–4S]2�,1�, whereas the same
monomeric unit of the tetrameric D. gigas FdII contains a single
[3Fe–4S]1�,0 cluster.

Two ferredoxins have been isolated from Desulfomicrobium bacula-
tum (Dsm. baculatum) strain Norway 4 (64, 65). Dsm. baculatum fer-
redoxin I (59 amino acids, 6 cysteines) has one conventional [4Fe–
4S]2�,1� cluster. Dsm. baculatum FdII, the most acidic, is very unstable
toward oxygen exposure and contains 2 � [4Fe–4S]2�,1� cores in a
polypeptide chain of 59 amino acids and 8 cysteines (66, 67).

Three ferredoxins were isolated and characterized from D. africanus.
The proteins are dimers of subunits with a molecular mass of circa 6
kDa. D. africanus FdI contains a single [4Fe–4S]2�,1� center bound to a
polypeptide structure of 60 amino acids with only 4 cysteines. This is
the minimal requirement for [4Fe–4S] cluster binding. D. africanus
FdII is a minor component, not so well characterized, and seems to con-
tain a [4Fe–4S] center (68, 69). FdIII of this strain is a dimer containing
61 amino acids and 7 cysteine residues per subunit. The protein con-
tains a [3Fe–4S]1�,0 and a [4Fe–4S]2�,1� cluster (70–72).

Two ferredoxins were isolated and purified from D. vulgaris Miya-
zaki. FdI, the major form, contains two redox centers with distinct
behavior and a high sequence homology to D. africanus FdIII (73).
The protein is a dimer of a polypeptide chain of 61 amino acids with
7 cysteines. D. vulgaris Miyazaki FdII is a dimer of 63 amino acids,
containing 7 cysteines but only one [4Fe–4S]2�,1� cluster (73–75).

From a related organism, Desulforomonas acetoxidans, a 2 � [4Fe–
4S]2�,1� ferredoxin was isolated (76). Other ferredoxins are present,
but not yet fully characterized, in the following SRB: D. vulgaris
Hidenborough, D. salexigens, D. desulfuricans, Dsm. baculatum strain
9974, and Desulfotomaculum ((77, 78) and our unpublished results).

A. STRUCTURES AND CLUSTER BINDING MOTIFS

[3Fe–4S] D. gigas FdII structure is the only high-resolution crys-
tallograph study performed in ferredoxins isolated from SRB (56)
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FIG. 5. The structure of D. gigas FdII monomer, showing the [3Fe–4S] core, the
disulfide bridge, and the tracing of the polypeptide chain. Indicated in the lower part
is Cys 11, not bound to the cluster, that is the ligand used for the structural switch
from a tri- to a tetranuclear core (also involved in heterometal cluster formation).

(Fig. 5). There are no 3D-crystallographic data on [4Fe–4S] Fds iso-
lated from this bacterial group. The X-ray structure analysis per-
formed for D. gigas FdII (56) indicates that the cluster is bound to the
polypeptide chain by three cysteinyl residues: Cys 8, Cys 14, and Cys
50. The residue Cys 11 (a potential ligand for a fourth site, if the
cluster was a [4Fe–4S] cluster) is not bound and is tilted toward the
solvent, away from the cluster. A disulfide bridge is present between
Cys 18 and Cys 42 (connecting the remaining two cysteines of the
four that bind a second iron sulfur core in two cluster containing Fd,
i.e., Peptococcus (P.) aerogenes Fd). The lost of a second cluster is asso-
ciated with the disappearance of Cys 41 and Cys 47. Since Bacillus
thermoproteolyticus Fd does not have a disulfide bridge and has a
folding similar to the D. gigas FdII, the disfulfide bridge does not
seem to be a full requirement to maintain the overall structure. The
3D structure of FdII also revealed similarities to the general folding
of that of 2 � [4Fe–4S] P. aerogenes Fd (79), [3Fe–4S] � [4Fe–4S]
Azotobacter vinelandii FdI (57, 80), and [4Fe–4S] Bacillus thermopro-
teolyticus Fd (54). On the basis of sequence homology and secondary
structure predictions, the chain fold in other [4Fe–4S] proteins was
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predicted, including D. gigas FdI (81). An extended �-helix, found in
B. thermoproteolyticus Fd, was proven to be present in D. gigas FdII
and experimental evidence was given for its presence in Dsm. bacula-
tum FdI, by 2D NMR (82). Preliminary crystallographic data were
obtained for the [4Fe–4S] Dsm. baculatum FdI and a structural pre-
diction made (83).

The [3Fe–4S] core is now considered an unique basic iron–sulfur
core whose structure was determined in D. gigas FdII (56, 84) (as well
as in aconitase (85–87) and A. vinelandii Fd (57, 59, 80)). The cluster
in these proteins have Fe–Fe and Fe–S distances around 2.8 and 2.2
Å and the core described as a cuboidal geometry with one corner miss-
ing (Fe : S stoichiometry of 3 : 4).

The definitions of the cluster ligands of the [3Fe–4S] cluster and of
the related structural features are quite useful to predict cluster types
in other Fds of known sequence, as well as to determine the nature
of the cluster coordinating atoms (and variability) and their control on
the type and performances of the metal sites, in particular in terms of
cluster stability, cluster interconversion capability, and acceptance of
other metals at the cluster.

In Desulfovibrio ferredoxins a general binding motif can be out-
lined, taking into account the presence of only one [3Fe–4S], one or
two [4Fe–4S] cores, the substitution of one cluster by a S–S bridge,
or even the replacement of the second cysteinyl residue by an aspartic
acid (as in D. vulgaris Miyazaki FdI and D. africanus FdIII), which
can, in certain conditions, coordinate a fourth iron atom to build a
[4Fe–4S] (88) (Fig. 6).

B. ELECTRONIC AND MAGNETIC PROPERTIES OF [3Fe–4S] AND

[4Fe–4S] CLUSTERS

The magnetic and electronic properties of the D. gigas FdII [3Fe–
4S] center were revealed by different and complementary spectro-
scopic techniques: EPR (89), Mössbauer (90, 91), resonance Raman
(RR) (92), magnetic circular dichroism (MCD) (93), EXAFS (94), satu-
ration magnetization (95), electrochemistry (96), and NMR (97, 98).
The [4Fe–4S] center is also well characterized and surprising infor-
mation has been obtained in relation to cluster interconversions and
noncysteinyl coordination, as illustrated for D. gigas FdI and D. afri-
canus FdIII, as well as the possibility of generating unusual reduced
states.

The [3Fe–4S] cluster can be stabilized in two oxidation states, 1�
and 0. In the oxidized state the [3Fe–4S]1� cluster contains three
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FIG. 6. A schematic view of the [3Fe–4S] and [4Fe–4S] cores, as versatile structures.
The absence of one site leads to the formation of a [3Fe–4S] core. The cubane structure
can incorporate different metals (in proteins, M � Fe, Co, Zn, Cd, Ni, Tl, Cs), and S,
N, O may be coordinating atoms from ligands (L1). The versatility can be extended to
higher coordination number at the iron site and a water molecule can even be a ligand,
exchangeable with substrate (as in the case of aconitase (87)). The most characteristic
binding motifs are schematically indicated, for different situations: proteins accommo-
dating [3Fe–4S], [4Fe–4S], [3Fe–4S] � [4Fe–4S], and [4Fe–4S] � [4Fe–4S] clusters.
A disulfide bridge may replace a cluster site (see text).

high-spin ferric ions spin-coupled to form an S � �� state (90, 99, 100)
and exhibits an isotropic EPR signal centered around g � 2.02 (90).
Mössbauer spectra taken at T � 40 K exhibit one sharp quadrupole
doublet with 
EQ � 0.54 mm/s and � � 0.27 mm/s, typical of Fe3� ions
in a tetrahedral environment of thiolate ligands. The effective S � ��

results from antiferromagnetic coupling of three high-spin ferric ru-
bredoxin-type ions (S1 � S2 � S3 � ��) (91). Reduction by one electron
yields a [3Fe–4S]0 cluster (Em � �130 mV, vs NHE) with integer spin
(S � 2) (68) proved by MCD studies (93) and in agreement with the
Mössbauer predictions leading to the detection of a 
ms � 4 EPR
transition, at around g � 12 (91). At 4.2 K and H � 0, the Mössbauer
spectrum of the reduced cluster exhibits two quadrupole doublets
with intensity ratios 2 : 1. The more intense doublet, representing two
iron sites (site I), has 
EQ(I) � 1.47 mm/s and �(I) � 0.46 mm/s.
The second doublet (site II) has 
EQ(II) � 0.52 mm/s and �(II) � 0.32
mm/s. The values obtained for site II suggest that the iron atom is in



IRON–SULFUR PROTEINS IN SULFATE REDUCING BACTERIA 375

the high-spin ferric state, similar to the iron sites in the oxidized FdII.
The parameters of doublet I indicate a formal oxidation state between
2� and 3�. The two iron atoms are in the oxidation level Fe2.5�. The
reduced core is an example of a mixed valence compound with one
localized Fe3� site (site II) and a delocalized iron pair. Spectroscopic
evidence is consistent with the delocalized pair having a spin of �� cou-
pled to the high-spin ferric ion forming a cluster spin of 2 (91). This
is the simplest iron cluster to exhibit this equal sharing of an electron
by more than one iron site: a feature in common with the [4Fe–4S]
cluster.

A further two-electron reduction was indicated to occur in D. gigas
FdII originating an all-ferrous trinuclear core (96), similar to the pro-
cess previously studied by Armstrong and co-workers in D. africanus
FdIII (101, 102). Electrochemical studies on this protein adsorbed
with neomycin as an electroactive film on pyrolytic graphite edge
showed that the [3Fe–4S]0 can undergo a two-electron further reduc-
tion step at �720 mV, in a pH-dependent process. The observation of
similar voltammetric waves in other 3Fe-containing proteins suggest
that stabilization of an all-ferrous cluster may be a common feature
of this cluster.

The redox potential of the [3Fe–4S]�1,0 redox couple shows a wide
variability (400 mV). These redox potentials are pH dependent (103–
106), as are those linking lower oxidation levels, and so can be modu-
lated by the medium. D. africanus FdIII is one of these examples
where the conversion 0/�2 states is suggested to be a 2e-3H� process.

The [4Fe–4S] centers in D. gigas FdI (or reconstituted FdII or Fe2�

activated FdII; see later discussion) are indistinguishable (107). The
center is diamagnetic in the oxidized state. Upon one-electron reduc-
tion, an EPR signal develops at g � 1.91, 1.94, and 2.07, typical of a
[4Fe–4S] cluster in the 1� state. The Mössbauer spectrum of the oxi-
dized D. gigas FdI consists of two sharp quadrupole doublets (labeled
I and II) with intensity 1 : 3, characteristics of a diamagnetic state
(S � 0). The quadrupole splitting and isomer shift of doublet II are
typical of a subsite of a [4Fe–4S] cluster in the 2� state (
EQ � 1.32
mm/s, � � 0.45 mm/s). The doublets reflect inequivalent subsites of
the [4Fe–4S]2� cluster. The reduced spectrum exhibits paramagnetic
hyperfine structure (in agreement with the EPR active species de-
tected, S � ��). The Mössbauer data are almost identical to the one
reported for [4Fe–4S] B. polymyxa Fd and could be fitted with the
same set of parameters (108).

One-dimensional nuclear Overhauser effect (NOE), relaxation mea-
surements in native D. gigas FdII, and analysis of temperature depen-
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dence studies of the NMR signals due to one pair of �-CH2 protons of
cluster-bound cysteine were used to calculate the coupling constant
between the iron sites (97). Moreover, the complementary use of the
available X-ray crystallographic coordinates enabled specific assign-
ment of Cys 50. A full structural assignment of the three cysteine
ligands of the [3Fe–4S] core in D. gigas FdII was possible by 2D NMR
methodology (98). In the absence of a crystallographic structure for
D. gigas FdI, multidimensional NMR was used to identify the four
cysteines that are cluster ligands. The presence of four pairs of gemi-
nal �-CH2 protons for D. gigas FdI unambiguously proves the occu-
pancy of the fourth site of the trinuclear complex and implied the
coordination of Cys 11 at the Fe cluster (98).

1H NMR 1D and 2D spectra on D. gigas FdII have allowed the de-
termination of its solution structure (our unpublished results).

The two ferredoxins isolated from Dsm. baculatum were investi-
gated by EPR spectroscopy (67). The [4Fe–4S]2�,1� center of FdI shows
a well-defined rhombic EPR signal in the reduced form at low temper-
ature with g-values at 1.902, 1.937, and 2.068. The as-isolated Dsm.
baculatum FdII shows a weak contribution of a [3Fe–4S]1�,0 cluster
(5%, E0 � �115 mV). Upon reduction a complex EPR signal appears,
indicating an interaction between two [4Fe–4S]2�,1� clusters located
in the same protein subunit. The midpoint redox potentials reported
for the [4Fe–4S]2�,1� centers were circa �500 mV.

EPR spectra of the native D. africanus FdIII show an almost iso-
tropic signal centered around g � 2.01 similar to the one observed in
proteins containing [3Fe–4S]1� clusters (72). The temperature depen-
dence of this signal and low-temperature MCD spectra and magneti-
zation properties are identical to the ones reported for D. gigas FdII
(93). Upon one-electron reduction a g � 12 signal develops, character-
istic of the [3Fe–4S]0 state. Two-electron reduction elicits an EPR ac-
tive species with an axial properties and g-values of 1.93 and 2.05,
consistent with the presence of a [4Fe–4S]1� center.

C. CLUSTER STRUCTURAL INTERCONVERSIONS AND SYNTHESIS OF

HETEROMETAL CLUSTERS

The mimicking of the iron–sulfur clusters by synthetic chemistry
has been quite successful over the years. One of the last synthetic
clusters to be obtained was the [3Fe–4S] cluster (109, 110). This new
synthetic compound was useful for the demonstration of interconver-
sion pathways, as well as for the formation of different heterometal
clusters beyond those produced in proteins (111). The [3Fe–4S] core
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present in D. gigas FdII can be converted into a cubane of the [4Fe–
4S] type. This facile transformation occurs upon incubation of the pro-
tein with an excess of Fe2� in the presence of a reducing agent. A
summary of the interconversion pathways as well as the potentialities
of the method for specific labeling an iron–sulfur core was previously
discussed (107, 112). Combination of 57Fe isotopic enrichment and spe-
cific introduction of a fourth iron atom into the [3Fe–4S] core pro-
duces different isotopically labelled clusters.

Electrochemical studies performed in the 7 � Cys–Asp14 D. afri-
canus FdIII indicate that the reduced [3Fe–4S] center can react rap-
idly with Fe2� to form a [4Fe–4S] core that must include noncysteinyl
coordination (101). The carboxylate side chain of Asp 14 was proposed
as the most likely candidate, since this amino acid occupies the cyste-
ine position in the typical sequence of a 8Fe protein as indicated be-
fore. The novel [4Fe–4S] cluster with mixed S and O coordination has
a midpoint redox potential of �400 mV (88). This novel coordinated
state with an oxygen coordination to the iron–sulfur core is a plausi-
ble model for a [4Fe–4S] core showing unusual spin states present in
complex proteins (113, 114).

A number of proteins containing [3Fe–4S] centers form cubane-like
clustes of the type [M,3Fe–4S] (115–120), which were prepared using
this facile [3Fe–4S]/[4Fe–4S] conversion pathway. The [3Fe–4S] core
present in D. gigas FdII was the first precursor used for the synthesis
of heterometal cores inside a protein matrix, and the first derivative
synthesized was the [Co,3Fe–4S] core (121). Similar synthetic prod-
ucts have also been derived in D. africanus FdIII (118, 119).

Cobalt(II) ion was introduced into a heterometal cluster, which as-
sumed a paramagnetic configuration (S � ��) at the fourth site of a
cubane structure. The newly formed cluster was studied in the oxi-
dized and reduced states. In the oxidized state the cluster exhibits an
S � �� EPR signal with g-values at 1.82, 1.92, and 1.98 (g-values ob-
tained after spectral simulation). The well-resolved 59Co hyperfine at
the gz line (Az � 4.4 mT) is also broadened by 57Fe isotopic substitu-
tion, indicating that Fe and Co share a common unpaired electron.
Upon one-electron reduction (Em � �220 mV, vs NHE) the cluster has
an integer spin (S � 1) as indicated by Mössbauer and MCD measure-
ments. At 4.2 K, the Mössbauer spectrum of the oxidized cluster ex-
hibits two distinct spectral subsites with an intensity ratio 2 : 1, indi-
cating that the three iron atoms reside in the same cluster and
suggesting the presence of a Fe3� site and again a delocalized pair
(121). Upon one-electron reduction the third iron is formally Fe2�. The
introduction of Cu1�, Zn2�, Cd2�, and Ga3� was anticipated with great
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interest due to the possibility of introducing a diamagnetic site at the
cubane (115). The zinc incubated product was shown to be EPR-active
(S � ��) with E/D � 0.25 and D � �2.7 cm�1 and shows 57Fe hyperfine
broadening (116). The Mössbauer spectrum performed at 4.2 K con-
sists of two spectral components with an intensity ratio of 2 : 1, with
parameters suggesting again a delocalized Fe2�/Fe3� pair, as observed
for the reduced [3Fe–4S] core. The formal oxidation states involved
were assigned: two Fe2�, one Fe3�, and being a Kramer system (S � ��)
the zinc site must be divalent. Incorporation of the zinc atom at the
vacant site of the [3Fe–4S] core implies a previous reduction step of
the cluster plus an extra electron for metal incorporation. There is
also preliminary evidence for the incorporation of Cd2�, which yields
an S � �� system, as well, under reducing conditions (122). A similar
[Ni,3Fe–4S]1� cluster was produced in D. gigas FdII (123). The dithio-
nite reduction of Fd after anaerobic incubation with excess Ni(II) in
the presence of dithiothreitol shows EPR spectral features dominated
by the presence of an S � �� species.

The redox properties of a series of heterometal clusters were as-
sessed by electrochemical and EPR measurements. The redox poten-
tials of derivatives formed in D. gigas FdII were measured by direct
square wave voltammetry promoted by Mg(II) at a vitreous carbon
electrode, and the following values were determined: �495, �420,
�360, and �245 mV (vs NHE) for the Cd, Fe, Ni, and Co complexes,
respectively. The values agree well with independent measurements
(96, 123). Similar derivatives generated in D. africanus FdIII mea-
sured by cyclic voltammetry in film and bulk solution yield �590 (Cd),
�490 (Zn), and �400 (Fe) mV (118). A novel addition to this series
was obtained by the introduction of a monovalent ion (119). The
[Tl,3Fe–4S]2� core shows a redox transition at 80 mV.

VI. Fuscoredoxin (Novel Fe–S Cluster)

A preliminary characterization of a new iron–sulfur protein iso-
lated from Desulfovibrio vulgaris Hildenborough was reported in 1989
(124). The protein contained approximately 6 iron and 6 inorganic
sulfur atoms per molecule. The EPR spectrum of the dithionite re-
duced protein exhibited an S � �� signal similar to what was found for
synthetic compounds with a [6Fe–6S]3� core (prismane core). No other
EPR signals were reported at this time, and based on the observed
similarity it was suggested that this peculiar iron–sulfur protein con-
tained a [6Fe–6S] cluster. Because it had no known function, the pro-
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tein was later named prismane protein. At the same time, an iron–
sulfur protein with similar characteristics was isolated from D.
desulfuricans, where a more detailed study, including EPR and Möss-
bauer characterization, was performed (125). From the Mössbauer
data collected for the as-isolated form it was shown that the protein
contained, not one, but two distinct multinuclear iron clusters, termed
clusters I and II.4 The low-temperature spectrum (1.5–4.2 K) displays
two components of equal absorption. One of them is a diamagnetic
quadrupole doublet, similar to those of [4Fe–4S]2� clusters, that was
attributed to cluster 1. Cluster 2 was found to be paramagnetic and
exhibited unique Mössbauer and EPR spectra consistent with a spin
S � �� system. Four well-resolved spectral components, each account-
ing for 8% of the total absorption, could be deconvoluted from the
spectrum. Each of these components represented one iron site of clus-
ter 2, and since approximately 50% of the total absorption was attrib-
uted to this cluster, it was concluded that the cluster was composed
of 6 iron atoms (6 � 8% � 48%). Consequently, the spectrum was
analyzed with six components, four of which were well resolved, plus
two that overlapped with the diamagnetic spectrum of cluster 1. From
this analysis it was possible to conclude that the iron atoms in cluster
2 had a mixed coordination (N, O, and S ligands). Also, one of the
resolved iron atoms had parameters typical of high-spin ferrous ion
with nitrogen and/or oxygen coordination. Finally, another conclusion
was extracted from the analysis. Since cluster 2 was determined to be
a 6Fe cluster and both clusters had the same absorption percentages,
cluster 1 should have the same nuclearity as cluster 2.

Both clusters were found to be redox active, with cluster 1 accepting
a single electron and cluster 2 undergoing a multiple-electron reduc-
tion. The EPR spectrum of the dithionite-reduced protein shows a
‘‘prismane’’-like S � �� signal, as well as an S � �� signal at around
g � 4.7. Based on Mössbauer data interpretation, the first EPR signal
was attributed to cluster 1. The origin of the second signal was not de-
termined.

Finally, a disagreement was noted between the iron determination
results, which showed the existence of only 5 to 8 iron atoms/mole-
cule, and the above analysis. As a solution to this discrepancy, it was
proposed that the samples could contain a mixture of holo- and apo-
protein.

4 Based on recently obtained crystallographic data, cluster I and II were renamed
cluster 2 and 1, respectively. In the following discussion the new nomenclature will
be used.
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The spectroscopic and biochemical properties of the D. vulgaris pro-
tein were shown to be very similar to the ones described for D. desul-
furicans protein (126, 127). Hagen and collaborators performed a com-
prehensive spectroscopic study on the D. vulgaris protein. From the
characterization done, it was shown that, in addition to the S � �� EPR
signal observed in the as-purified samples, an integer-spin signal with
a g-value around 16 could be observed for a more reduced form of the
protein (126). Magnetic circular dichroism (MCD) studies on this re-
dox state suggested that this signal arises from an S � 4 ground state
(128). All these unusual spectroscopic properties were attributed to
the presence of a [6Fe–6S] cluster. The authors found support for this
interpretation in the fact that iron and sulfur quantitated to 6 atoms
per molecule, and the EPR of the dithionite-reduced protein closely
resembled that of the synthetic prismane cluster.

The genes encoding both the D. vulgaris and D. desulfuricans pro-
teins have been cloned, sequenced, and overexpressed in D. vulgaris
(129–131). A high degree of homology in amino acid sequence was
observed for the two proteins, and 66% of the residues were found to
be identical. There are nine conserved cysteine residues. Although no
sequence homology is found with known sequence motifs that bind
iron–sulfur clusters, four of these residues at the N-terminal region
form a sequence motif (CX2CX8CX5C) suggestive of binding of an iron–
sulfur cluster. The recombinant proteins were found to be able to ac-
commodate multiple redox states, which exhibited optical and EPR
spectra similar to those of the wild-type proteins. This observation
strongly indicates that the iron clusters in the recombinant and wild-
type proteins are similar.

Resonance Raman studies of the recombinant proteins showed vi-
brational bands at the 200–430 cm�1 region characteristic of iron–
sulfur clusters (124). Most interestingly, on Fe and O isotope sensitive
band was detected at 801 cm�1, which could be attributed to either a
Fe(IV)uO species or a monobridged Fe–O–Fe structure. This obser-
vation, together with Mössbauer analysis, which indicated a mixed N,
O, and S ligand environment for cluster 2, suggests a Fe–O–Fe or
FeuO unit as part of the structure for cluster 2.

The crystallographic structure of the D. vulgaris protein has been
reported by Lindley and collaborators (132). The structure was solved
to a resolution of 1.7 Å. The major findings are consistent with most
of the conclusions derived from the Mössbauer work done in the D.
desulfuricans protein. The protein was found to contain two distinct
clusters of the same nuclearity. Also, one cluster has a mixed N, O, S
ligand environment, while the other has a regular iron–sulfur core
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structure (see Fig. 4). Nevertheless, the proposed nuclearity was in-
correct. Both iron clusters are tetranuclear, not hexanuclear. Cluster
1 can be described as a [4Fe–4S] cluster and is located at the N-
terminal region. Cluster 2 revealed the most interesting and unusual
structure. Part of this cluster can be described as a pair of dinuclear
iron centers. One of the pairs (Fe5 and Fe6) is bridged by two inorganic
sulfide ions, and each iron is coordinated by one additional cysteine.
The other pair (Fe7 and Fe8) is bridged by a single oxo group. The
coordination sphere is completed by one cysteine, one histidine, and
one glutamate for one of the irons (Fe7), and one glutamate and a
cysteine, through a persulfide group, for the other (Fe8). Finally, the
two pairs are connected by a sulfur and an oxo group.

Mössbauer spectroscopy has been used to characterize the iron clus-
ters in fuscoredoxin isolated from D. desulfuricans (133). The authors
explained why the iron nuclearity was incorrectly determined, and
studied the protein in three different oxidation states: fully oxidized,
one-electron reduced, and two-electron reduced. The error made in
determining the iron cluster nuclearity was caused by the assumption
that in the as-purified fuscoredoxin, cluster 2 is in a pure S � �� state.
This assumption was proven to be false and unnecessary. In fact, the
observation of four resolved, equal intensity (8% of total Fe absorp-
tion) spectral components associated with the S � �� species in the as-
purified protein is consistent with cluster 2 being a tetranuclear Fe
cluster. The 4 � 8 � 32% Fe absorption for the four components indi-
cates that only 64% of clusters 2 are in the S � �� state (the total Fe
absorption for cluster 2 is 50% of the total Fe absorption). The re-
maining clusters 2 are in a different oxidation state, the spectrum of
which is unresolved from that of cluster 1.

The three samples studied included a sample of the as-purified pro-
tein and two poised at redox potentials of 40 mV and 320 mV. Cluster
1 was found to stay at the same oxidation state in all three samples.
The Mössbauer parameters obtained for cluster 1 are typical of a
cubane type [4Fe–4S] cluster in the 2� oxidation state. Spectra re-
corded at strong fields indicate further that the cluster is diamag-
netic, supporting the 2� oxidation state assignment. These observa-
tions suggest that cluster 1 belongs to the class of ferredoxin-type
[4Fe–4S] cluster, which generally has a relatively low midpoint redox
potential in the range of �200 to �400 mV for the 2�/1� couple.
Since cluster 1 is diamagnetic, the previously observed S � �� EPR
signal in the as-purified protein and an integer-spin EPR single de-
tected in the 40-mV sample were attributed to cluster 2. Consistent
with the EPR assignment, the Mössbauer data show that cluster 2
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is redox-active in the potential range studied and exhibits different
Mössbauer spectra in the three samples. Analysis of Mössbauer data,
recorded over a wide range of experimental conditions, made it possible
to determine the redox state of cluster 2 in each sample and to charac-
terize cluster 2 in detail. In the as-purified and 320-mV sample, cluster
2 was found to be at a redox equilibrium between its fully oxidized (dia-
magnetic) and one-electron reduced (S � ��) states. In the 40-mV sample,
it is reduced to the two-electron reduced state. Four iron sites with dif-
ferent Mössbauer parameters were obtained, reflecting the different li-
gand environments surrounding the four iron atoms as revealed in the
X-ray crystallographic structure. Based on the data described pre-
viously, the authors also propose a simple four-spin coupling model to
explain the observed S � �� spin system. At the same time, the protein
was named fuscoredoxin based on its brown color and on the fact that it
can be stabilized in different redox states.

A similar study was also performed for the D. vulgaris fuscoredoxin
(134). In accordance with the crystallographic data, the protein is de-
scribed as containing two four-iron clusters (contrary to a previously
reported Mössbauer study where the data was interpreted assuming
the existence of a single hexanuclear cluster). Figure 7 summarizes
the current knowledge of the structural and magnetic information
available for the different redox states of the iron clusters present in
fuscoredoxin.

VII. APS Reductase

The adenylylsulfate reductase (APS reductase, AdoPSO4 reductase)
catalyzes the following reversible reaction:

APS � 2 e� } AMP � SO2�
3

This key enzyme of the dissimilatory sulfate reduction was isolated
from all Desulfovibrio strains studied until now (135), and from some
sulfur oxidizing bacteria and thermophilic Archaea (136, 137). The en-
zymes isolated from sulfate-reducing bacteria contain two [4Fe–4S]
clusters and a flavin group (FAD) as demonstrated by visible, EPR, and
Mössbauer spectroscopies. With a total molecular mass ranging from
150 to 220 kDa, APS reductases have a subunit composition of the type
�2�2 or �2�. The subunit molecular mass is approximately 70 and 20
kDa for the � and � subunits, respectively. Amino-acid sequence data
suggest that both iron–sulfur clusters are located in the � subunit



FIG. 7. Schematic representation of the redox and spin states attained by center 1 and center 2 of D. desulfuricans Fuscoredoxin as
indicated by EPR and Mössbauer spectroscopies. The fully reduced state indicated in the figure remains to be completely understood. In
particular, the numbers of electrons accepted are still under debate. Filled circles represent Fe(II).
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(138). Redox titrations monitored by visible and EPR spectroscopies
show that the clusters have very different midpoint redox potentials:
approximately 0 mV for center I, and ��300 mV for center II (139).

The addition of sulfite to APS reductase results in changes of the fla-
vin visible spectrum that are explained by the formation of an adduct
between the sulfite and the FAD group (135). Addition of AMP to the as-
isolated enzyme causes no change in the spectroscopic properties. Addi-
tion of AMP to the sulfite-reacted enzyme causes the reduction of center
I. However, the formation of a semiquinone signal has never been ob-
served either by EPR or visible spectroscopies. Also, Mössbauer and
EPR data indicate that AMP closely interacts with center I (139).

EPR studies have been carried out extensively in a large number of
different APS reductases, in the native form, in the presence of natural
substrates (AMP and sulfite) and in the semi- and fully reduced states
(135). The EPR spectrum of the native enzyme shows an almost iso-
tropic signal with g-values centered around g � 2.02 and detectable at
temperatures below 18 K and representing 0.1 to 0.25 spins/molecule.
The EPR behavior and Mössbauer parameters of this isotropic-like sig-
nal is typical of a [3Fe–4S] and, since the signal quantitation is prepa-
ration-dependent, is explained as the result of a small degradation of
the [4Fe–4S] clusters during the purification process. The addition of
AMP or APS causes no changes in the EPR spectrum of the native en-
zyme. However, the addition of sulfite alone to the native reductase
causes the appearance of a very weak ‘‘g � 1.94’’-type signal that is at-
tributed to the existence of residual and endogenous AMP (in contrast
to what is observed in visible spectroscopy, where it is seen that sulfite
produces a relatively strong decrease in absorbance). Addition of AMP
to the sulfite-reacted enzyme causes major changes on the EPR: The
isotropic signal decreases in intensity and a rhombic signal rises with
g-values of 2.096, 1.940, and 1.890, characteristic of a reduced [4Fe–4S]
(center I) that accounts for 0.35–0.5 spins/molecule. The addition of
chemical reductants, such as sodium dithionite for a short incubation,
or reduced methyl viologen, to the native APS reductase causes the to-
tal disappearance of the isotropic signal and the development of center
I signal to its fully intensity (0.8–1.0 spins/molecule) at g-values equal
to 2.079, 1.939, and 1.897. EPR and Mössbauer data reveal that in this
state the sampleis in a half-reduced state, with 50% of the iron clusters
reduced, indicating the presence of yet another [Fe–S] cluster. The full
reduction of the reductase is accomplished only with a long incubation
with dithionite (at least 30 min). The EPR spectrum of the fully reduced
state is characterized by the presence of a complex signal similar to
those describing interacting [4Fe–4S] cluster, confirming the existence
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of a second [4Fe–4S] cluster (center II). The total signal accounts for 1.5
to 1.96 spins/molecule, depending on the samples (139, 140).

Although three different models were already proposed to explain the
mechanism of adenylylsulfate reduction (141–143), a global model (tak-
ing in account the spectroscopic features discussed earlier) was not yet
presented. In particular, the role of center II is still unknown.

VIII. Pyruvate–Ferredoxin Oxidoreductase

In Desulfovibrio, as in other strict anaerobes and some aerobic mi-
croorganisms, pyruvate is oxidatively decarboxylated by pyruvate oxi-
doreductase (POR) according to the following reaction:

Pyruvate � CoA � Fdox � Acetyl CoA � CO2 � Fdred

Two attempts were made to purify POR from the Desulfovibrio
genus. First Ogata and Yagi partially purified POR from D. vul-
garis Miyazaki F (144). These researchers were only able to obtain
a threefold purification of the enzyme. Further manipulations re-
sulted in the total loss of the activity. However, Pieulle and collabo-
rators were able to isolate POR from Desulfovibrio africanus (145).
POR is a 256-kDa homodimer that contains one thiamine pyrophos-
phate (TPP) and three [4Fe–4S] clusters per subunit. The enzyme,
aerobically purified, is highly stable to oxygen. Activation is
achieved by incubation with dithioerythriol or 2-mercaptoethanol.
After activation the enzyme becomes air sensitive, exhibiting an
irreversible loss of activity accompanied by a bleaching of the pro-
tein solution. Both observations are probably due to oxidative dam-
age of the iron–sulfur clusters.

The UV-visible spectrum of POR is typical of an iron–sulfur
protein with a broad absorbance band around 400 nm (105 mM�1

cm�1) and a shoulder in the 315-nm region. Midpoint redox poten-
tials, as determined by reductive redox titrations, were found to be
�390, �515, and �540 mV. Becaue of the differences in potentials,
it was possible to isolate the EPR signal of one of the [4Fe–4S]
centers. Below �330 mV a rhombic signal with g-values at 2.053,
1.947, and 1.881 was observed. Below �440 mV, the EPR signal
becomes very complex because of the magnetic interaction of the
centers, with features between g � 2.093 and 1.842 progressively
replacing the rhombic signal. The same EPR spectrum could be
obtained by photoreduction in the presence of 5-deazaflavin, and
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quantification of this signal gave 2.9 � 0.2 spins/POR monomer,
further supporting the presence of three centers.

Incubation of both activated and as-isolated POR with pyruvate
produced a free radical signal that was equimolar to the TPP con-
tent and showed a substrate-dependent hyperfine structure. The
latter observation confirmed the delocalization of the spin density
over the substrate. The radical signal appeared concomitantly with
the rhombic signal of the highest potential [4Fe–4S] cluster. After
addition of CoA the radical signal disappeared, and by incubation
with excess of both substrates the EPR spectrum of the fully re-
duced protein was obtained. A mechanistic conclusion can be drawn
from these observations. After binding of pyruvate to TPP, the
substrate suffers decarboxylation transferring one electron to the
TPP and another to an oxidized [4Fe–4S]2� cluster, thus forming
the observed radical and the reduced [4Fe–4S]1�. One important
aspect of the proposed mechanism is that the formation of a free
radical intermediate during the catalytic cycle rules out the tenta-
tive distinction between the bacterial and archeal POR mechanisms
(146, 147).

Further studies have shown that D. africanus ferredoxins I and
II are involved as physiological electron carriers of POR. Also, using
immunogold labeling, it was possible to show that POR is located
in the cytoplasm.

IX. Sulfite Reductase

Sulfite reductase catalyzes the six-electron reduction of sulfite to
sulfide, an essential enzymatic reaction in the dissimilatory sulfate
reduction process. Several different types of dissimilatory sulfite re-
ductases were already isolated from sulfate reducers, namely desul-
foviridin (148–150), desulforubidin (151, 152), P-582 (153, 154), and
desulfofuscidin (155). In addition to these four enzymes, an assimila-
tory-type sulfite reductase was also isolated from D. vulgaris. Al-
though all these enzymes have significantly different subunit compo-
sition and amino acid sequences, it is interesting to note that, as will
be discussed later, all of them share a unique type of cofactor.

Desulfoviridin was found in D. gigas, D. salexigens, and D. vulgaris
Hildenborough. Desulfoviridin is composed of three different subunits
organized in a �2�2	2 configuration with a total molecular mass of
approximately 200 kDa. The molecular mass of the �, �, and 	 sub-
units was calculated to be 50, 40, and 11 kDa, respectively (156).
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The UV-visible spectrum of desulfoviridin is dominated by bands
around 400, 540–580, and 628 nm, typical of the siroheme group.
However, upon extraction with acetone–HCl, approximately two
metal-free sirohydrochlorins are obtained (157). This finding is con-
trary to what was observed in all other sulfite reductases from which
sirohemes could be extracted. The Mössbauer data shed light into the
chemical composition of the desulfoviridin cofactors (152). Mössbauer
data show that 80% of the iron in the sample is in the form of [4Fe–
4S] uncoupled clusters, 10% in the form of exchanged-coupled ferric
high-spin siroheme–[4Fe–4S]2�, and 10% in the form of mononuclear
Fe3�. Since it was determined that the samples under study had 18
Fe/molecule, Mössbauer data clearly indicates that only 0.4 siro-
hemes/molecule should exist. In support of these findings, EPR spin
quantitation yielded a substoichiometric amount of heme signal
(0.2–0.4 spin/molecule). Furthermore, a resonance Raman study con-
firmed the presence of metal-free sirohydroclorin in desulfoviridin
(158).

Desulforubidin was found in strains of the Desulfomicrobium genus
and has been described as the sulfite reductase of this genus. The
subunit composition and molecular mass are similar to what was ob-
served for desulfoviridin. However, in desulforubidin all sirohydro-
chlorins are metalated as proved by Mössbauer spectroscopy (152).
The as-isolated protein contains four [4Fe–4S]2� clusters; two of them
are exchange-coupled to two paramagnetic sirohemes.

Desulfofuscidin is present only in the extreme thermophilic sulfate
reducing bacteria of the genus Thermodesulfobacterium. The protein
was described as a tetramer exhibiting a quaternary structure of �2�2

type. The total molecular mass ranges from 167 to 190 kDa (subunit
molecular mass of 44 to 48 kDa). N-terminal sequence analysis shows
that both subunit types are similar, but not identical. The enzyme
contains four sirohemes (twice the number obtained for desulforu-
bidin) and, depending upon the strain, four (T. commune) (159) or
eight (T. mobile) (155) [4Fe–4S] clusters. Although no Mössbauer data
are available for desulfofuscidin, EPR data obtained for the CO-re-
acted reduced enzyme suggest the existence of an exchange-coupled
system, as was found in the sulfite reductases discussed previously.

Low-spin sulfite reductase were isolated from D. vulgaris (160), De-
sulfuromonas acetoxidans (161), and Methanosarcina barkeri (DSM
800) (162). The D. vulgaris protein has a molecular mass of 27 kDa
and contains a single [4Fe–4S] cluster and one siroheme. The EPR
spectrum shows a rhombic signal with g values at 2.44, 2.36, and
1.77, characteristic of a ferriheme low-spin system. This is a unique
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feature since in all other sulfite reductases the siroheme is in the
high-spin state. By comparison with model complexes, this observa-
tion might be explained by the fact that in this new class of sulfite
reductases the siroheme possesses two axial ligands. As in the other
sulfite reductases the two cofactors are exchanged-coupled as proven
by Mössbauer spectroscopy (160).

A detailed reaction pathway for the six-electron reduction of sulfite
to sulfide was proposed by Tan and Cowan based on 35S-labeled en-
zyme and the relative reaction rates of nitrogenous substrates (163).
The ligand bridging the prosthetic [4Fe–4S]–siroheme center was ex-
changed by 35S2� in both oxidized and reduced enzyme. This bridging
ligand is retained in the course of sulfite reduction, with the substrate
binding to the nonbridging axial site of the siroheme. The mechanism
suggests that sulfite binds to the ferrous siroheme iron through a sul-
fur atom followed by a series of two-electron reductive cleavages of
S–O bonds. The protonation of the oxygen group facilitates the bond
cleavage, producing hydroxide as the leaving group. The bridge be-
tween the siroheme and the iron–sulfur cluster remains intact during
the catalytic cycle, providing an efficient coupling pathway for elec-
tron transfer between the cluster and the siroheme.

X. Hydrogenase

Molecular hydrogen plays a major role on the oxidation–reduction
processes involved in bacterial energetics, as well as in the degrada-
tion and conversion of biomass related with all major elemental cy-
cles. Hydrogenase has a key role on this process and catalyzes the
reversible oxidation of dihydrogen, important in bacterial anaerobic
metabolism:

2 H� � 2 e� } H2

Sulfate reducing bacteria of the genus Desulfovibrio are one of the
main sources of enzyme. Hydrogenases can be found in different sites
in the bacterial cell: periplasm, cytoplasm, and membrane. A given
species may have hydrogenases in one or in several of these cell sites.

The hydrogenases isolated can be broadly classified into two groups:
[Fe–S]-only, and nickel–[Fe–S]-containing hydrogenases. The first
group, the [Fe–S]-only or [Fe] hydrogenases, is characterized by the
absence of nickel on the active site, and are rare in sulfate reducing
bacteria. They contain [4Fe–4S] clusters and, in addition, a catalytic
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iron cluster (designated as H-cluster) of unknown structure (164). The
nickel–[Fe–S]-containing hydrogenases or [NiFe] hydrogenases are
the most common and contain two [4Fe–4S] clusters, one [3Fe–4S]
cluster, and a nickel site. A subdivision under this class can be made
for nickel–selenium–[iron–sulfur]-containing hydrogenases that lack
the [3Fe–4S] cluster and exhibit selenocysteine coordination to the
nickel site (152, 165).

Especially for this latter class of hydrogenases, great effort has
been devoted to the purification and the characterization of the metal
centers involved, using biochemical, genetic, spectroscopic (IR, EPR,
Mössbauer, MCD, EXAFS, and mass spectrometry), and crystallo-
graphic techniques (152, 165, 166).

A. [Fe] HYDROGENASES

The D. vulgaris Hildenborough [Fe] hydrogenase is a periplasmic
protein composed of two subunits with molecular masses of 45.8 and
10 kDa, respectively (167, 168). The reported iron content varies from
10 to 16 moles of iron per mole of protein (169). The type of iron
clusters present has been difficult to establish because of the difficulty
associated with the iron determination and complexity of the spectro-
scopic data available. Analysis of the aminoacid sequence of the pro-
tein suggests the presence of two Ferredoxin-type [4Fe–4S] clusters,
accounting for eight iron atoms in the D. vulgaris [Fe] Hydrogenase
(170). The remaining iron was proposed to belong to a cluster of un-
known structure, named the H-cluster.

Most of the spectroscopic data obtained on this enzyme are from
EPR. There are six EPR signals reported so far (168, 171–173): (1)
the isotropic signal, observed in the native form of the enzyme and
believed to be an artifact of the purification process (the signal ac-
counts to 0.02–0.2 spins/molecule) and resembling that of a [3Fe–
4S]1� cluster; (2) a complex signal that appears upon dithionite reduc-
tion of the enzyme, similar to the one resulting from the magnetic
interaction of two [4Fe–4S]1� previously observed in 8 � Fe Ferredox-
ins; (3) the rhombic g � 2.06 signal (g at 2.06, 1.96, and 1.89), de-
tected during reductive titrations, with a maximum intensity at
around �110 mV and representing about 0.7 spins/molecule; (4) the
rhombic g � 2.10 signal (g � 2.10, 2.04, and 2.00), believed to repre-
sent the active form of the H-cluster, and observable at Em � �160
mV; (5) the axial 2.06 signal (g � 2.06, 2.00, and 2.00); and the high-
spin g � 5 signal. Oxidative–reductive EPR titrations seems to indi-
cate that the rhombic 2.06 and the 2.10 signals are interconvertible,
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since the appearance of the last one is concomitant with the disap-
pearance of the rhombic g � 2.06 EPR signal; the signals are sug-
gested to represent the inactive and active form of the H-cluster, re-
spectively.

The Mössbauer data performed on the as-isolated D. vulgaris [Fe]
hydrogenase are in agreement with the EPR data, and further sup-
port the presence of two ferredoxin-type [4Fe–4S] clusters and that
the H-cluster is in the diamagnetic state in the as-purified enzyme
(169).

Recently, two 3D structures of Fe only hydrogenases were pub-
lished: Clostridium pasteurianum at 1.8 Å (245) and Desulfovibrio de-
sulfuricans ATCC 7757 at 1.6 Å (246). Several iron–sulfur clusters
are present, involved in electron transfer (3 � [4Fe–4S] and 1 �
[2Fe–2S] cores in Cp and 2 � [4Fe–4S] in Dd ATCC 7757). The cata-
lytic site (H cluster) is the most remarkable feature of these hydro-
genases. Six iron atoms are involved, rearranged as a thiocubane
structure bridged by a sulfur atom of a cysteinyl residue to a novel
type of binuclear cluster, a subsite of the H core. The di-iron core has
an organometallic character with CO and CN� ligands. Differences
are found, at the moment in the bridging ligands of the di-iron clus-
ter. The Dd structure clear indicates that a propane dithiol ligand is
present. The Cp structure also points to the presence of two sulfur
ligands and one additional CO/CN bridging ligand. The novelty of the
structural arrangement found at the H cluster will be a challenge for
the interpretation of the magnetic and spectroscopic features of the
active site of Fe only hydrogenases.

B. [NiFe] HYDROGENASES

The [NiFe] hydrogenase from D. gigas has been used as a prototype
of the [NiFe] hydrogenases. The enzyme is a heterodimer (62 and 26
kDa subunits) and contains four redox active centers: one nickel site,
one [3Fe–4S], and two [4Fe–4S] clusters, as proven by electron para-
magnetic resonance (EPR) and Mössbauer spectroscopic studies (174).
The enzyme has been isolated with different isotopic enrichments
[61Ni (I � ��), 59,60Ni (I � 0), 56Fe (I � 0), and 57Fe (I � ��)] and studied
after reaction with H and D. Isotopic substitutions are valuable tools
for spectroscopic assignments and catalytic studies (165, 166, 175).

Most of the as-isolated [NiFe] hydrogenases are inactive, and the
nickel center exhibits an intense rhombic EPR signal termed Ni-A
(g � 2.31, 2.26, and 2.02) with variable amounts of a second nickel
species, named Ni-B (g � 2.33, 2.16, and 2.02), with slightly different
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rhombicity (176). Some hydrogenases may contain only Ni-B (177).
Upon reaction with hydrogen, the natural substrate, and after a re-
ductive activation step (lag phase), these signals disappear and are
replaced by a transient nickel EPR signal termed Ni-C (g � 2.19, 2.14,
and 2.02). The Ni-C state is considered a key intermediate (detected
in all [NiFe] hydrogenases). These signals can be observed up to 100
K without noticeable line broadening. Ni-A signals in hydrogenases
have been related to an unready state of the enzyme and to the re-
versible inactivation of hydrogenases. The minor amounts of Ni-B
that are observed in the oxidized state can be enhanced by recycling
the enzyme in the absence of oxygen (178). The increase in the
amount of Ni-B has been pointed out as representing an enzyme state
that is easy to activate and that does not require deoxygenation steps
but just a reductive one (178, 179).

Oxidation–reduction titrations revealed the existence of two other
oxidation–reduction states, EPR silent, designated as Ni-Si (Ni-Si-
lent) and Ni-R (Ni-Reduced) (178, 180). A detailed study of the oxida-
tion–reduction pattern involved enabled the following sequence of
events (in the oxidation direction) to be written:

Ni-R � Ni-C � Ni-Si � Ni-B � (�O2) � Ni-A

Some controversy can be found in literature about the oxidation
states involved (165, 166, 175, 176, 181–183).

Mössbauer and EPR spectroscopies were used as complementary
tools for the characterization of the iron–sulfur centers of D. gigas
hydrogenase for a complete understanding of the magnetic properties
of these clusters in different redox states of the enzyme. Detailed
characterization of all three clusters (one [3Fe–4S] and two [4Fe–4S]
centers) have been obtained through Mössbauer measurements of the
enzyme at different intermediate redox states, as well as in fully oxi-
dized and fully reduced states (174). The Mössbauer data of the two
[4Fe–4S]2� clusters in the oxidized state show a broad quadrupole
doublet with parameters (apparent 
EQ � 1.10 mm/s and � � 0.35
mm/s) typical for this type of cluster. Upon reduction, the two [4Fe–
4S]1� clusters are spectroscopically distinguishable. Cluster I (with a
midpoint potential of �340 mV) has an average 
EQ � 1.15 mm/s and
� � 0.525 mm/s. Cluster II (with a midpoint potential of �340 mV)
has an average 
EQ � 1.35 mm/s and � � 0.47 mm/s. The observed
isomer shifts are typical of reduced cubane structures. However, un-
usually small hyperfine coupling constants were observed for site 1 of
both reduced centers I and II. As for the [3Fe–4S], the Mössbauer
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FIG. 8. The structure of D. gigas hydrogenase showing the novel heterodinuclear
[NiFe] site, the three iron–sulfur clusters, and the tracing of the polypeptide chain
(164).

parameters in the oxidized (�1) state are 
EQ � 1.67 mm/s and
� � 0.47 mm/s, and in the one-electron reduced (0 oxidation state)

EQ � 0.38 mm/s and � � 0.39 mm/s, similar to the ones observed in
D. gigas FdII. However, in D. gigas hydrogenase the isomer shifts
obtained for the ferric sites in both the �1 and 0 states of the [3Fe–
4S] cluster are approx. 0.1 mm/s higher than those observed in other
proteins.

1. 3D Structure of [NiFe] Hydrogenases

The three-dimensional structure of D. gigas hydrogenase was the
first hydrogenase structure to be determined, revealing an unusual
and unexpected Ni active center (164) (Fig. 8). The crystallographic
studies obtained at 2.85 Å, and more recently at 2.54 Å resolution
(184) have shown that the active site is a new heterobinuclear site,
containing nickel and another transition metal, probably iron (164).
This unexpected result challenges previous reported spectroscopic
studies that failed to predict the existence of this second metal ion.
The D. gigas [NiFe] hydrogenase is a heterodimer (26 and 62 kDa,
respectively). The small subunit contains the [Fe–S] clusters, two
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[4Fe–4S], and a [3Fe–4S], while the Ni catalytic center is present in
the large subunit. The iron–sulfur clusters are disposed along an al-
most straight line; one of the [4Fe–4S] clusters is in the vicinity of
the nickel center (and for that reason is named proximal), and the
other [4Fe–4S] cluster, called distal, is localized near the protein sur-
face, while the [3Fe–4S] cluster is located halfway between these two
centers. This ‘‘linear’’ spatial arrangement of the [Fe–S] centers may
provide a channel to transfer electrons between hydrogenase and its
redox partners. The histidinyl coordination of one of the iron atoms of
the distal [4Fe–4S] cluster is also new in biological systems and sug-
gests a direct involvement of the imidazole ring from the histidine in
the electron transfer (164).

The 3D crystal structure of Dsm. baculatum [NiSeFe] hydrogenase
has been solved (185), and it was indicated that the enzyme contains
three [4Fe–4S] centers. A cysteine (replacing a proline usually found
near the [3Fe–4S] core) provides an extra ligand, enabling the accep-
tance of a fourth iron site at this cluster.

In addition, the [NiFe] hydrogenase from D. fructosovorans is very
similar to D. gigas hydrogenase, and its structure has been solved
(185). In order to understand the role of the [3Fe–4S] cluster, a Pro-
432Cys mutant was produced. In this mutant the conversion of a
[3Fe–4S] into a [4Fe–4S] center was proven by EPR and X-ray crys-
tallography.

A crystallographic analysis of xenon binding to [NiFe] hydrogenase,
together with a molecular dynamic simulation study of xenon and di-
hydrogen diffusion in the enzyme interior, suggests the existence of
hydrophobic channels connecting the molecular surface with the ac-
tive site (184).

2. The Novel Heterodinuclear Site Containing Ni, S, and Fe

The crystallographic analysis of the native D. gigas hydrogenase
has shown that this center is a heterobinuclear center of the type
(Cys)2-Ni-�-(Cys)2-�-Fe(CO)(CN)2 consisting of nickel and a second
metal ion, which by anomalous dispersion effects, EXAFS, and Q-
band ENDOR studies has been assigned as an iron atom (164, 186)
(Fig. 9). The nickel atom is coordinated by four cysteine residues: Cys
65, Cys 68, Cys 530, and Cys 533. Two of these cysteines (Cys 533
and Cys 68) serve as bridging ligands between the nickel and the iron
atoms. Iron is also coordinated by three nonprotein ligands (diatomic
molecules), that recently have been proposed, by FTIR measure-
ments, to be one CO and two CN�. A fourth nonprotein ligand, proba-
bly involving oxygen, could bridge Ni and Fe (164, 187). The surpris-
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FIG. 9. The novel heterodinuclear [NiFe] site of D. gigas hydrogenase. The figure
shows the complete heterodimer. The NiFe cluster is present in the larger subunit.
Evidence is given to the diatomic ligands at the Fe site. Cysteinyl residues can act as
monodentate ligands as well as bridging ligands between Fe and Ni sites. An extra
bridging ligand has been pointed out (164, 190).

ing nature of these three diatomic ligands puts hydrogenase in the
small group of organometallic compounds used in biological systems,
along with vitamin B12 and carbon monoxide dehydrogenase (188,
189).

57Fe Q-band ENDOR study of the isotopically enriched Ni-C state
of D. gigas and D. desulfuricans hydrogenases and Ni-B state of D.
desulfuricans revealed a weak coupling between the 57Fe and the
nickel atoms when the enzyme was in the Ni-A forms while no
coupling was observed for the Ni-B form (186). A careful analysis of
linewidth of Ni-A and Ni-B EPR signals detected in 57Fe enriched
and nonenriched hydrogenase samples indicated that hyperfine
interactions are lost in the spectral linewidth and, hence, nonde-
tectable.

The crystal structure of D. vulgaris Miyazaki [NiFe] hydrogenase
has been solved at 1.8 Å resolution by Higuchi and collaborators
(190). The overall folding pattern and the spatial arrangement of the
iron clusters are very similar to those of the D. gigas hydrogenase.
The main difference is the fact that the ligands of the heterodinuclear
NiFe center have been proposed to be diatomic SuO, CIO, and CIN
molecules instead of the two CIN and one CIO found in the D. gigas
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enzyme. The authors suggest that such unusual ligands could be in-
volved in the electron transfer from the hydrogenase active site to its
biological redox partners, or they could stabilize the redox state of the
Fe(II) during the catalytic cycle of the enzyme.

3. Proposal of a Mechanism for the Catalytic Cycle

The discovery of a new heterodinuclear active site in [NiFe] hydro-
genases opens the way for the proposal of catalytic cycles based on
the available spectroscopic data on the different active site redox
states, namely EXAFS studies that reveal that the Ni-edge energy
upon reduction of the enzyme supports an increase in the charge den-
sity of the nickel (191).

The catalytic cycle for hydrogen production can involve a nickel-
based redox chemistry, an iron-based redox chemistry, or a combi-
nation of these two possibilities, plus a role for the cysteinyl sulfur
as a ‘‘non-innocent’’ ligand, based on mass spectrometric kinetic
measurements (192) and model compound studies (193). Under this
assumption, and considering that (i) the Ni-edge energy variation
of the enzyme oxidation state supports a slight increase in the
charge density of the nickel from Ni-A, Ni-B undergoing reduction
(191); (ii) sulfur has a role as a ‘‘non-innocent’’ ligand (193); (iii) it
has been suggested the iron atom at the heterodinuclear site must
be in a ferrous low-spin configuration; and (iv) several pieces of
evidence indicate that the nickel site is involved with substrate
handling (176, 177, 194, 195)—given all this, a catalytic oxidation–
reduction cycle has been proposed for the enzyme. This cycle is an
alternative proposal to the one presented by Fontecilla (196) that
suggested a possible alteration of iron oxidation–reduction state,
keeping nickel unchanged during enzyme turnover. Several results
clearly show a variability in the coordination of the heterodinuclear
site of the D. gigas and D. desulfuricans hydrogenases and that
the Ni-C signal in fact represents the active site where the sub-
strate interacts.

XI. Molybdopterin-Containing Enzymes in SRB

The enzymes that utilize molybdenum can be grouped into two
broad categories: (1) the nitrogenases, where Mo is part of a multinu-
clear metal center, or (2) the mononuclear molybdenum enzymes,
such as xanthine oxidase (XO), dimethyl sulfoxide (DMSO) reductase,
formate dehydrogenase (FDH), and sulfite oxidase (SO). The last
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group catalyzes a diversity of two-electron oxidation/reduction reac-
tions that involve the net transfer of an oxygen atom between the
substrate and water (197). The mononuclear molybdenum (or tung-
sten) enzymes containing pterin cofactors are widely distributed and
have important biological roles in a wide range of elemental cycles.
The site containing molybdenum is coordinated to the cis-dithiolene
group of one or two molybdopterins plus additional terminal oxo
groups and/or sulfido groups or side chains of serine or cysteine resi-
dues. Molybdopterin-containing enzymes may be grouped into three
broad families, a classification based on X-ray structural data and
supported by spectroscopic and biochemical data as well as primary
sequence alignments (198): (i) the xanthine-oxidase family ((MCD)
MoVI uO, uS, –H2O); (ii) the DMSO reductase family ((MGD)2 MoVI

uO, (–OSer, –SCys, or –SeCys)); and (iii) the sulfite oxidase family
((MPT) MoVI uO, uO, –H2O, (–SCys)). Additionally, they can be sub-
categorized on the basis of whether the molydenum center of the ac-
tive site possesses a MoO2 or MoOS unit. Historically, these have been
distinguished on the basis of the ability of cyanide to irreversibly in-
hibit the MoOS-containing enzymes, reacting with the MouS moiety
to remove S by the release of thiocyanate.

The three known crystal structures of molybdopterin-containing en-
zymes are from members of the first two families: the aldehyde oxido-
reductase from D. gigas (MOP) belongs to the xanthine oxidase family
(199, 200), whereas the DMSO reductases from Rhodobacter (R.) cap-
sulatus (201) and from R. sphaeroides (202) and the formate dehydro-
genase from E. coli (203) are all members of the second family of
enzymes. There is a preliminary report of the X-ray structure for en-
zymes of the sulfite oxidase family (204).

These enzymes may contain other redox-active sites (iron–sulfur
centers, hemes, and/or flavins), either in distinct domains of a single
polypeptide or bound in separate subunits. These additional cofactors
perform electron transfer from the molybdenum center to an external
electron acceptor/donor.

Sulfate reducers can use a wide range of terminal electron ac-
ceptors, and sulfate can be replaced by nitrate as a respiratory sub-
strate. Molybdenum-containing enzymes have been discovered in SRB
(also see later discussion) and, in particular, D. desulfuricans, grown
in the presence of nitrate, generates a complex enzymatic system con-
taining the following molybdenum enzymes: (a) aldehyde oxidoreduc-
tase (AOR), which reduces adehydes to carboxylic acids; (b) formate
dehydrogenase (FDH), which oxidizes formate to CO2 ; and (c) nitrate
reductase (the first isolated from a SRB), which completes the enzy-
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TABLE I

MOLYBDENUM (AND TUNGSTEN)-CONTAINING ENZYMES IN SRB

Enzyme Properties D. desulfuricans D. gigas

AOR Mr (kDa) (subunits) 200 (dimer: 100) 200 (dimer: 100)
Mo–pterin 1 MCD–Mo 1 MCD–Mo
Other redox centers 2 � [2Fe–2S] 2 � [2Fe–2S]

FDH Mr (kDa) (subunits) 150 (88, 29, and 16) 118 (88 and 30)
Mo–pterin 2 MGD–Mo 2 MGD–W
Other redox centers 2 � [4Fe–4S] 2 � [4Fe–4S]

4 c-type hemes
NAP Mr (kDa) (subunits) 74 (no subunits)

Mo–pterin 2 MGD–Mo Not found
Other redox centers 1 � [4 Fe–4S]

matic system required to convert nitrate (through nitrite) to ammo-
nia. (See Table I).

The molybdopterin cofactor, as found in different enzymes, may be
present either as the nucleoside monophosphate or in the dinucleotide
form. In some cases the molybdenum atom binds one single cofactor
molecule, while in others, two pterin cofactors coordinate the metal.
Molybdopterin cytosine dinucleotide (MCD) is found in AORs from
sulfate reducers, and molybdopterin adenine dinucleotide and molyb-
dopterin hypoxanthine dinucleotide were reported for other enzymes
(205). The first structural evidence for binding of the dithiolene group
of the pterin tricyclic system to molybdenum was shown for the AOR
from Pyrococcus furiosus and D. gigas (199). In the latter, one molyb-
dopterin cytosine dinucleotide (MCD) is used for molybdenum liga-
tion. Two molecules of MGD are present in the formate dehydroge-
nase and nitrate reductase.

A. ALDEHYDE OXIDOREDUCTASES

D. gigas AOR was the first Mo–pterin-containing protein whose 3D
structure was solved. From D. desulfuricans, a homologous AOR
(MOD) was purified, characterized, and crystallized. Both proteins
are homodimers with-100 kDa subunits and contain one Mo-pterin
site (MCD-cofactor) and two [2Fe–2S] clusters. Flavin moieties are
not found. The visible absorption spectrum of the proteins (absorption
wavelengths, extinction coefficients, and optical ratios at characteris-
tic wavelengths) are similar to those observed for the deflavo-forms of
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FIG. 10. The structure of D. gigas aldehyde oxidoreductase (AOR) monomer, showing
the Mo-MCD site, the two [2Fe–2S] centers, and the tracing of the polypeptide chain.
The Fe–S center most exposed is included in a protein domain whose folding is quite
similar to the one found in plant-type ferredoxins (199).

xanthine and aldehyde oxidases (206–210) and reminiscent of the one
observed for plant-type ferredoxins. The circular dichroism spectrum
is intense and indicative of the presence of [2Fe–2S] centers, again
similar to the spectra of plant ferredoxins and xanthine oxidase (211).

1. Three-Dimensional Structure of D. gigas AOR

The aldehyde oxidoreductase from Desulfovibrio gigas shows 52%
sequence identity with xanthine oxidase (199, 212) and is, so far, the
single representative of the xanthine oxidase family. The 3D struc-
ture of MOP was analyzed at 1.8 Å resolution in several states: oxi-
dized, reduced, ‘‘desulfo’’ and ‘‘sulfo’’ forms, and alcohol-bound (200),
which has allowed more precise definition of the metal coordination
site and contributed to the understanding of its role in catalysis. The
overall structure, composed of a single polypeptide of 907 amino acid
residues, is organized into four domains: two N-terminus smaller do-
mains, which bind the two types of [2Fe–2S] centers and two much
larger domains, which harbor the molybdopterin cofactor, deeply bur-
ied in the molecule (Fig. 10). The pterin cofactor is present as a cyto-
sine dinucleotide (MCD) and is 15 Å away from the molecular surface,
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with a shortest Mo–Fe distance of 14.9 Å for one of the iron atoms of
center Fe–S II. This center is completely buried and inaccessible to
solvent (�15 Å away from the surface), while Fe–S I is exposed and
may be the site for docking of an electron acceptor (physiologically
unknown) (213). The closest distance between iron atoms of the two
[2Fe–2S] clusters is �12.3 Å. The first domain (Fe–S I) (residues 1–
76) exhibits a fold typical of plant-type ferredoxins, and the iron
atoms are coordinated by cysteines 40, 45, 47, and 60. Domain
Fe–S II (residues 84–156) is a four-helix bundle, with two central
longer helices, flanked by shorter, peripheral ones. In this domain,
the [2Fe–2S] center lies at the N-termini of the two larger helices and
is bound by cysteines 100, 103, 137, and 139. This domain is con-
nected to the first molybdopterin-binding domain (Mo1) via an ex-
tended segment that spans 50 Å across a concave region on the molec-
ular surface. According to sequence homology of MOP with several
xanthine dehydrogenases (�52% similarity) (212) in the Fe–S and Mo
domains, it may be anticipated that the flavin domain of xanthine
oxidases (and absent in MOP) must lie somewhere along the extended
segment. The two large Mo domains, Mo1 and Mo2, lie across each
other approximately perpendicularly and the molybdenum site is lo-
cated at their interface. There is no protein ligand to the molybdenum
atom, although Glu 869 is rather close, at 3.5 Å, and trans to the
apical position, and it may play a role in the catalytic cycle coordinat-
ing to the metal by a minor change in the carboxylate position. The
molybdenum adopts a distorted square-pyramidal coordination geom-
etry with the metal �0.5 Å displaced out of the equatorial plane. The
pterin cofactor binds to the molybdenum via its dithiolene, defining
one side of the equatorial plane of the coordination sphere. Trans to
the dithiolene are two oxygen ligands: one at a shorter distance as-
signed to a MouO bond, trans to S8� and one longer Mo–O bond
(�2.4 Å) which was assigned as a bound water molecule. The apical
position is a MouO bond in the ‘‘desulfo’’ form of MOP, replaced by
MouS in crystals of the ‘‘sulfo’’ form. Resulfuration of the crystals
was achieved by incubation with sulfide under turnover conditions.
The water ligand is pointing in the direction of an extended, 15 Å
deep, solvent channel that provides access to the active site of the
enzyme. This channel is coated with hydrophobic residues from both
Mo1 and Mo2 domains and is funnel-shaped, being wider at the sur-
face of the molecule.

These structural data are in agreement and support EXAFS data
for MOP (214) as well as for xanthine oxidase (in both oxidized and
reduced forms) (198, 215), but the coordinated water ligand was iden-
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tified for the first time in the crystal structure of MOP. Two different
samples of D. gigas AOR were studied by EXAFS. These measure-
ments reflect that the enzyme is purified as a variable mixture of
sulfo and desulfo forms. One of the samples contained mainly desulfo
form (214). In the oxidized form the molybdenum environment is
found to contain two terminal oxo groups and two long (2.47 Å) Mo–S
bonds. Evidence was also found for an oxygen or nitrogen ligand at
1.90 Å. The behavior of both oxidized and dithionite-treated forms is
similar to that observed previously with desulfo xanthine oxidase and
resembles sulfite oxidase and nitrate reductase. A reanalysis of D.
gigas and D. desulfuricans AORs suggests that the fitting of the ex-
perimental data improves when a mixture of sulfo and oxo (desulfo)
species is considered. The data were fitted with similar atomic dis-
tances (here indicated for the D. gigas enzyme): Mo–S 2.44 Å, MouO
1.67 Å, MouS (or O) 2.14 Å (the analysis was made keeping S � O �
2, in the proportion 0.7 MouS and 1.3 MouO), and a longer Mo–O
distance 1.83 Å (assigned to a water or hydroxyl group) (G. George,
in preparation).

2. Spectroscopic Data

The set of Mo(V) EPR signals detected in D. gigas and D. desulfuri-
cans AORs shows close homology with the molybdenum-containing
hydroxylase group. Mössbauer and X/Q-band EPR spectroscopic stud-
ies (208, 216) complemented the UV/visible and CD studies and the
assignment of the [2Fe–2S] arrangement of the iron–sulfur cores.

The molybdenum cofactor was liberated from D. gigas AOR, and
under appropriate conditions was transferred quantitatively to ni-
trate reductase in extracts of Neurospora crassa (nit-1 mutant) to
yield active nitrate reductase (217). On the basis of molybdenum con-
tent, the activity observed for reconstitution with molybdenum cofac-
tor of D. gigas was lower (25%) than the values observed for the proce-
dure using extractable molybdenum cofactor of XO, used as reference.
This result can now be put in the context of the difference in pterin
present (MPT–XO and MCD–AOR) (218).

a. Molybdenum Center EPR has been used as a valuable tool for
revealing the different aspects of Mo(V) coordination at the active site
of molybdenum-containing hydroxylases. The work on xanthine oxi-
dase and related enzymes established the nomenclature adopted (197,
198, 206, 219). The catalytically active form of the enzyme contains a
sulfido ligand at the Mo site. The conversion to an oxo ligand (desulfo
form) results in the loss of catalytic activity. Molybdenum-containing
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hydroxylases are mixtures of inactive desulfo forms (that originate
after long exposure to dithionite, Mo(V) slow type EPR signals) and
active species (yielding rapid type signals that are generated in the
presence of substrates or short chemical reduction). Kinetics and ther-
modynamics of the reduction of Mo(VI) to Mo(V) and Mo(IV) differ
markedly within these species. The midpoint redox potential deter-
mined associated with the slow type signal are �415 mV (Mo(VI)/Mo/
(V)) and �530 mV (Mo(V)/Mo(IV)) (208). Different catalytic compe-
tent forms have been detected. Mo(V) EPR rapid type 2 signal shows
two strongly coupled protons that can be exchanged. Mo(V) EPR rapid
type 1 signal has one strongly and one weakly coupled proton. The
different EPR signals that can be generated and observed in D. gigas
(and D. desulfuricans) AOR reflect the reactivity and coordination
versatility of the Mo site and place the enzyme in the group of the
molybdenum hydroxylases. This variability of metal coordination re-
lates to the multiple ‘‘faces’’ shown by EPR Mo(V) signals and can
now be discussed in conjunction with the 3D structural data of D.
gigas AOR.

b. Iron–Sulfur Centers EPR studies (complemented with Möss-
bauer studies; see later discussion) reveal the presence of two types
of [2Fe–2S] cores, named Fe–S I and Fe–S II centers (217, 220, 221).
X- and Q-band EPR studies established the presence of two EPR
signals in equal amounts (Fe–S I and Fe–S II centers), as deter-
mined by computer simulation using the same set of parameters
at the two different frequencies and double integration performed
at different powers and temperatures. The Fe–S I is observed at
77 K (g-values at 2.021, 1.938, and 1.919, gav � 1.959). The Fe–S II
is only observable below 65 K (g-values at 2.057, 1.970, and 1.900,
gav � 1.976). Variation of amplitude of Fe/S I and Fe–S II centers
as a function of redox potential revealed midpoint potentials of
�260 and �285 mV, respectively.

An important advance on these studies was the possibility of
isolating AORs from 57Fe enriched media with obvious interest for
an iron–sulfur center site labeling, with enhanced sensitivity of the
Mössbauer studies. The work developed with bacterial systems is
advantageous as compared with mammalian systems for isotopic
labeling and opens the possibility of a direct measurement of sub-
strate binding. Spectra of the enzyme in oxidized, partially reduced,
benzaldehyde-reacted, and fully reduced states were recorded at
different temperatures and with variable externally applied mag-
netic fields (222). In the oxidized enzyme, the clusters are diamag-
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netic and exhibit a single quadrupole doublet with parameters

EQ � 0.62 � 0.02 mm/s and � � 0.27 � 0.01 mm/s) typical of
the �2 state (ferric–ferric). Mössbauer spectra of the reduced clus-
ters also show characteristic parameters of the �1 state (ferric–
ferrous). The spectra could be explained by the spin-coupling model
proposed for the [2Fe–2S] cluster, where the high-spin ferrous site
(S � 2) is antiferromagnetically coupled to a high-spin ferric site
(S � ��) to form an S � �� system (localized valences). Two ferrous
sites with different 
EQ (3.42 and 2.93 mm/s) are observed at 85 K,
indicating the presence of two spectroscopically distinguishable
[2Fe–2S] centers.

A Mössbauer study of the protein reacted with benzaldehyde (in
parallel with EPR detection of Mo(V) signals) shows partial reduc-
tion of the iron–sulfur centers, indicating the involvement of the
clusters in the process of substrate oxidation and rapid intramolecu-
lar electron transfer from the molybdenum to the iron–sulfur sites.

The larger 
EQ values observed for the ferrous sites in reduced
[2Fe–2S] clusters and the hyperfine parameters obtained for the
Fe–S clusters in the D. gigas AOR are very similar to those of the
[2Fe–2S] centers in plant ferredoxins.

Another Mössbauer study on molybdenum hydroxylases was per-
formed on a nonenriched sample of milk xanthine oxidase (219),
and an unusually large 
EQ (3.2 mm/s at 175 K) was also observed
for the ferrous site of one of the clusters.

B. FORMATE DEHYDROGENASE

Formate dehydrogenases are a diverse group of enzymes found in
both prokaryotes and eukaryotes, capable of converting formate to
CO2 . Formate dehydrogenases from anaerobic microorganisms are, in
most cases, Mo- or W- containing iron–sulfur proteins and addition-
ally flavin or hemes. Selenium cysteine is a Mo- ligand.

Three formate dehydrogenases have been purified from three differ-
ent strains of sulfate-reducing bacteria: D. vulgaris (223), D. desul-
furicans (224), and D. gigas (225). The enzyme from D. vulgaris was
partially purified by Yagi (226, 227) in 1969 and was found to reduce
the monoheme cytochrome c553 but not the tetraheme cytochrome c3 .
The purification of the formate dehydrogenase from D. vulgaris has
been reexamined and claimed to be oxygen sensitive. The enzyme is
composed of three subunits and was proposed to contain a molybde-
num cofactor (bound to the large subunit) iron–sulfur center, and
heme c-type moieties (bound to the small subunit) (224).



IRON–SULFUR PROTEINS IN SULFATE REDUCING BACTERIA 403

In two sulfate-reducing bacteria we found oxygen-tolerant formate
dehydrogenases with different subunit composition. The formate de-
hydrogenase from D. desulfuricans is an ��	 protein whereas the one
from D. gigas is an �� protein. Both proteins contain two MGD cofac-
tors but the protein from D. desulfuricans contains four heme c
attached to the 	 subunit (16 kDa).

The protein from D. desulfuricans has been characterized by Möss-
bauer and EPR spectroscopy (224). The enzyme has a molecular mass
of approximately 150 kDa (three different subunits: 88, 29, and 16
kDa) and contains three different types of redox-active centers: four
c-type hemes, nonheme iron arranged as two [4Fe–4S]2�/1� centers,
and a molybdopterin site (Mo-bound to two MGD). Selenium was also
chemically detected. The enzyme specific activity is 78 units per mg
of protein.

Mo(V) EPR signals were observed in the native, reduced, and for-
mate-reacted states. A rhombic signal, designated rhombic I, is ob-
served in the native state of the enzyme with g-values at gmax � 2.019,
gmed � 1.988, and gmin � 1.963. This signal does not change in intensity
when the redox potential changes from �140 to �400 mV. At redox po-
tentials around �162 mV, another rhombic EPR signal due to Mo (V)
(rhombic II), with g-values at gmax � 2.009, gmed � 1.984, and gmin �
1.951, appears. This EPR signal is transient in nature, reaching a maxi-
mum intensity and then declining with a decrease of the redox poten-
tial. The redox potential could be estimated for the redox couples at pH
7.6 where Mo(VI)/Mo(V) � �160 � 5 mV and Mo(V)/Mo(IV) � �330 �
5 mV.

Another intense and complex Mo(V) EPR signal with hyperfine split-
ting is obtained in D. desulfuricans FDH after anaerobic reaction with
sodium formate. This signal is very different from the one observed in
other FDHs (224).

After reduction by dithionite or formate at low temperature, two
types of iron–sulfur centers can be distinguished by EPR: an [Fe–S]
center I (gmax � 2.050, gmed � 1.947, gmin � 1.896) and an [Fe–S] center II
(gmax � 2.071, gmed � 1.926, gmin � 1.865). The two iron–sulfur centers
have similar midpoint redox potentials (at pH 7.6, center I, �350 � 5
mV and center II, �335 � 5 mV) as determined by EPR redox titration.

In the native state FDH displays rhombic EPR signals, observable at
low temperature (10 K), with g values typical or ferric low-spin hemes,
around gmax � 3.

Mössbauer spectroscopy confirmed the presence of four low-spin
hemes. The iron–sulfur centers were identified as two different [4Fe–
4S]2�,1� centers. The [4Fe–4S] center II has an unusually small 57Fe hy-
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perfine coupling constant. There are examples of clusters like these,
such as those found in D. gigas hydrogenase (174).

D. gigas formate dehydrogenase seems to be quite different in terms
of subunit composition. It does not contain a 	 subunit and no heme c
was detected (225). Also, two MGD were identified, but surprisingly,
the enzyme contains tungsten instead of molybdenum. Mössbauer and
EPR studies confirmed the presence of two [4Fe–4S]2�,1� clusters with
similar properties to the ones found in D. desulfuricans FDH (247).

C. NITRATE REDUCTASE

D. desulfuricans is able to grow on nitrate, inducing two enzymes:
that responsible for the steps of conversion of nitrate to nitrite (ni-
trate reductase–NAP), which is an iron–sulfur Mo-containing en-
zyme, and that for conversion of nitrite to ammonia (nitrite reduc-
tase–NIR), which is a heme-containing enzyme. Nitrate reductase
from D. desulfuricans is the only characterized enzyme isolated from
a sulfate reducer that has this function. The enzyme is a monomer
of 74 kDa and contains two MGD bound to a molybdenum and one
[4Fe–4S]2�/�1 center (228, 229) in a single polypeptide chain of 753
amino acids. EXAFS data on the native nitrate reductase show that
besides the two pterins coordinated to the molybdenum, there is a
cysteine and a nonsulfur ligand, probably a Mo–OH (G. N. George,
personal communication).

Recently, the first 3D crystal structure of the nitrate reductase from
D. desulfuricans NAP was determined at 1.9 Å resolution by MAD
methods (230). The structure is composed of four domains that are all
involved in the binding of the cofactors. The [4Fe–4S] center is lo-
cated near the surface of the molecule. The Mo(MGD)2 cofactor ex-
tends to the interior of the protein. A 15 Å deep crevice toward the
Mo site gives access to the substrate molecule and the Fe–S cluster
is 12 Å apart from the catalytic site. Besides the four sulfur atoms
from the pterin cofactor, a cysteinyl residue and a water/hydroxyl li-
gand complete the Mo coordination sphere. An electron transfer path-
way connects the Fe–S center to the Mo site. The polypeptide fold
and the arrangement of the cofactors have strong homologies with
those found in the 3D structure of E. coli formate dehydrogenase (in
this case a selenum cysteinyl ligand is present) (231).

EPR studies at low temperature detect the presence of one iron–
sulfur center and molybdenum. At low temperature a sample of ni-
trate reductase reduced by dithionite shows a rhombic signal (gmax �
2.04, gmed � 1.94, and gmin � 1.90). This signal accounts for 0.84 spins/



IRON–SULFUR PROTEINS IN SULFATE REDUCING BACTERIA 405

molecule and was assigned to a [4Fe–4S] cluster. Preliminary Möss-
bauer studies confirm this assignment (229).

In the region of g � 2, another signal is present that is better de-
tected at high temperature and that increases its intensity in the
presence of nitrate. This signal has g values of gmax � 1.998, gmed �
1.988, and gmin � 1.981, and A values of Amax � 0.54 mT, Amed � 0.59
mT, and Amin � 0.51 mT. Similar Mo(V) signals have also been ob-
served for soluble enzymes isolated from A. vinelandii (232) and T.
pantotropha (233–235).

There are four different classes of nitrate reductases (234). The
nitrate reductases from D. desulfuricans show a strong homology
to the �-subunit of the class of periplasmic respiratory nitrate re-
ductases, and also to some of the enzymes that are included on
the class of cytoplasmic assimilatory nitrate reductases. Because of
this fact, a proposal was made for a new class of monomeric NAP,
which contains the minimal arrangement of metal centers to per-
form nitrate reduction: one [4Fe–4S] cluster and a Mo bound to
two MGD.

D. OTHER MOLYBDENUM-CONTAINING PROTEINS IN SRB

Homologous proteins to D. gigas and D. desulfuricans AORs have
been isolated and partially characterized from SRB strains Berre
eau and Berre sol ((236) and our unpublished results). The molecu-
lar mass ranges within 110–130 kDa (monomer). The UV/visible
spectra have analogies with the former enzymes with maxima at
around 280, 300, 420, 460, and a shoulder at 520 nm. Mo(V) EPR
signals (slow and rapid type 2) were detected, as well as two
sets of Fe/S centers (236). Different, and less well characterized,
molybdenum proteins have been isolated from other sulfate re-
ducers, and it is difficult at this stage to classify them. A molybde-
num-containing iron–sulfur protein has been isolated from D. afri-
canus strain Benghazi (237). The protein appears to be a complex
protein of high molecular mass (112 kDa) composed of 10 subunits
(each subunit contains circa 106 amino acids and a molecular mass
of 11.5 kDa, with 2 cysteines) and 5–6 Mo atoms, 20 iron atoms,
and labile sulfur. The spectrum shows peaks around 615 (48.4),
410 (64.4), 325 (141), and 280 nm. The N-terminal sequence was
determined up to 26 residues. From D. salexigens, a similar protein
was isolated, and characterized by its blue-gray color with bands
at 612, 410, 275, and a shoulder at 319, having a molecular mass
of 110 kDa (13 kDa subunits) (150). At the moment no information
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is available on the molybdenum site and the iron–sulfur center
arrangement, but preliminary EPR data seem to indicate that they
are of a new type.

XII. Concluding Remarks

A. ELECTRON TRANSFER AND MAGNETIC INTERACTIONS

Several 3D crystal structures of simple and complex iron–sulfur-
containing proteins isolated from sulfate reducers have been solved.
The main structural features have been thoroughly discussed in the
text. They include the simple rubredoxin family (Rd, Dx, and Dfx),
ferredoxins, hydrogenase, and AOR. In addition, structures of other
electron carriers such as cytochromes and flavodoxins have been de-
termined (for review, see Refs. (238, 239)). The overall data indicate
the wide range of structural solutions adopted in the construction of
the metal-containing active sites and were inspiring motifs for the
proposal of catalytic mechanisms. The ligands, the geometries, the
distortions imposed at the active site, and their exposure to solvent
are determinants for the overall enzymic performance. A step forward
has already begun, since not only the as-isolated ‘‘unready’’ states
have been analyzed: structural data on ‘‘ready’’ states (different
poised redox states) and also states of the enzymes in interaction with
substrates (and inhibitors and products) are becoming known. As an-
ticipated, subtle conformational changes are detected between ‘‘un-
ready’’ and ‘‘ready’’ forms preparing the active sites for action. The
alterations in the primary coordination sphere of the metals are im-
portant in order that substrates can coordenate to metals at the ac-
tive site for a posteriori processing.

We will use here the main results obtained for two complex and
distinct situations: the structural and spectroscopic information gath-
ered for D. gigas [NiFe] hydrogenase and AOR, in order to discuss
relevant aspects related to magnetic interaction between the redox
centers, intramolecular electron transfer, and, finally, interaction
with other redox partners in direct relation with intermolecular elec-
tron transfer and processing of substrates to products.

It is clear that multiredox devices are built up in order to transfer
electrons between electron donors and acceptors in a precise vecto-
rial pathway.

The [NiFe] hydrogenase metal sites were completely defined by
spectroscopy and X-ray diffraction studies, as discussed before. The
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Mössbauer data on the native state of the enzyme revealed the
presence of a [3Fe–4S]1� and two [4Fe–4S]2� clusters (174), results
that were fully supported by 3D crystallographic studies (164). As-
prepared [NiFe] hydrogenase is described as containing four nonin-
teracting redox active centers, the three [Fe–S] clusters and the
NiFe site. EPR and Mössbauer studies performed on the iron–
sulfur clusters of the enzyme at different poised oxidation–
reduction potentials and reacted with dihydrogen indicated that no
cluster conversion occurs (174). However, after reaction with sub-
strate, the enzyme shows a complex magnetic behavior. It is clear
from the observation of the relaxation behavior of the sites, as well
as from magnetic splittings of the EPR lines, that the NiFe site is
affected by the proximity of the reduced [4Fe–4S] cluster, and the
reduced [3Fe–4S] site (S � 2) is perturbed by the paramagnetism
of the other reduced cubane site (most probably the ‘‘distal’’ one)
(see Fig. 11A).

A complex interaction pattern is also detected in D. gigas and D.
desulfuricans AORs (and in xanthine oxidase (240)) when the sites
become paramagnetic. EPR data revealed that the Mo(V) site and the
reduced [Fe–S] centers interact magnetically. The X-ray crystallo-
graphic determination of the structure of D. gigas AOR precisely indi-
cates the localization of the metal centers and their relative position,
and gives now support for the interpretation of magnetic interactions
observed in the EPR spectra. As a result of EPR work, it has long
been recognized that these enzymes contain two kinds of [2Fe–2S]
centers, called Fe–S I and Fe–S II. As discussed before, Fe–S I has
EPR parameters similar to those of spinach ferredoxin, whereas
Fe/S II is unusual in having a larger gav , not being observable at tem-
peratures above 40 K. The 3D crystal structure indicates that one of
the Fe–S centers is included in a protein domain with a similar fold
to that in spinach ferredoxin (on the surface of the molecule) and the
other, completely buried, is located in a domain with a unique fold
(see Fig. 11B).

A few arguments can now be put forward in order to assign
which Fe–S center seen in the X-ray structure corresponds to the
spectroscopically distinct Fe–S center. Fe–S center II is close to
the Mo site, in a bridging position to Fe–S center I (see Fig. 11).
The Mo(V) slow signal is split at low temperature by a magnetic
interaction with an iron–sulfur center. Fe–S center II is the candi-
date as the interacting partner. The Fe–S center I feature at gmax

is clearly split below 40 K. The large splitting (circa 20 G) must be
due to the paramagnetic Fe–S center II; the low quantitation of
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FIG. 11. The metal sites in D. gigas hydrogenase (Hase) (A) and aldehyde oxidore-
ductase (AOR) (B). The figure emphasizes the relative positioning of the metal sites
and their proximity, suggesting an attractive electron transfer pathway. The arrows
indicate electron transfer for hydrogen evolution requiring an electron donor (A) and
aldehyde conversion to carboxylic acid, the electrons being transferred to an electron
acceptor (B).

Mo(V) paramagnetic species is also an argument to exclude an
interaction between the Mo site and Fe–S center I. These studies
were further complemented by detailed study of the observable
splitting and its temperature dependence, EPR saturation, and the
effect of differential reduction of the Fe–S centers. A magnetic
interaction was also seen in xanthine oxidase, between various
Mo(V) EPR species and one of the Fe–S centers. A study on the
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exchangeability of protons interacting with these Fe–S centers us-
ing ENDOR (ref) supports the idea that Fe–S I is more solvent-
exposed than Fe–S II, consistent with the former having a typical
spinach ferredoxin fold and spinach-ferredoxin-like EPR parame-
ters. These assignments appear to be in conflict with the conclu-
sions from previous work on the identity of the Fe–S centers in
XO (239).

The EPR results agree with the crystallographic results, the Mo
being ca. 15 Å from the buried Fe–S (center II—spinach atypical fold)
and ca. 27 Å from the solvent-exposed Fe–S (center I—ferredoxin-
like) and could help to advance the understanding of the possibly re-
lated intramolecular electron-transfer processes occuring during en-
zyme turnover. A detailed study on the magnetic interaction is under-
way using X- and Q-band EPR tools (J. Caldeira, J. J. G. Moura, in
collaboration with P. Bertrand and co-workers, in preparation).

Another important outcome of the structural analysis is the relative
positioning of the metal sites and their distances in order to define
plausible electron transfer pathways between electron donors and ac-
ceptors. A common pattern starts to emerge (the same applies to cyto-
chrome oxidase (241, 242). Figure 11 gives a pictorial view of the elec-
tron transfer pathway:

e � [4Fe–4S] ‘‘distal’’ � [3Fe–4S] � [4Fe–4S] ‘‘proximal’’ � [Ni–Fe] HASE � H2

Aldehydes � Mo(MCD)–AO � [2Fe–2S]II � [2Fe–2S]I � DCPIP (e� acceptor).

Moreover, an electron transfer chain could be reconstituted in vitro
that is able to oxidize aldehydes to carboxylic acids with concomitant
reduction of protons and net production of dihydrogen (213, 243). The
first enzyme in this chain is an aldehyde oxidoreductase (AOR), a
homodimer (100 kDa) containing one Mo cofactor (MCD) and two
[2Fe–2S] centers per subunit (199). The enzyme catalytic cycle can be
regenerated by transferring electrons to flavodoxin, an FMN-con-
taining protein of 16 kDa (and afterwards to a multiheme cytochrome
and then to hydrogenase):

Aldehydes � AOR � Flavodoxin � Multiheme cytochrome � Hase � H2 .

This study of such of an electron transfer chain is most timely, since
the 3D structures of all the components involved are known (and re-
lated components can easily be obtained by homology molecular mod-
eling). Proposals of structural models for the complexes formed be-
tween D. gigas AOR and flavodoxin, based on the available X-ray
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structures of the two isolated proteins, is underway. Flavodoxin–
cytochrome c3 docking has been studied in detail (244). Hydrogenase–
cytochrome c3 is also under study. The model of the complexes is pro-
posed with the aid of a macromolecular docking program developed
in our laboratory (Krippahl, L., Palma, P. N., Wampler, J. E., and
Moura, J. J. G., in preparation), which has been able to predict with
success the geometry of a series of different protein–protein com-
plexes. Cocrystallization and cross-linking between the partners is a
prospective avenue for future experiments. The advantage of these
models are their functional viability in terms of electron transfer, be-
ing supported by the known biochemical and spectroscopic data.

These two case studies also stress the importance of exploiting spec-
troscopic and crystallographic results in a complementary way. The
coordination of Ni and Fe in the novel heterometal core is a challenge
for inorganic chemistry: not only the atypical nonproteic terminal iron
ligands, but the oxo bridge species. The need for a decrease in the
coordination site of the nickel (assumed as the hydrogen binding site)
may involve the removal of this extra ligand, giving a means for the
oxo species to regulate ‘‘unready’’ and ‘‘ready’’ forms of the enzyme.
The coordination of the dihydrogen shared between Ni and Fe is a
tempting proposal.

The data gathered on different molybdenum proteins and the data
available for AOR (and nitrate reductase, in preparation), together
with the structures revealed for FDH dehydrogenases and DMSO re-
ductases, enlarge our understanding of this enzyme group, and enable
enzyme family grouping. It is now clear that a wide variability can be
found in terms of type and number of pterins, as well as the presence
(or not) of a direct ligand offered by the main polypeptide chain. Oxo
or sulfur atom coordination is a structural and reactional determi-
nant. The mechanistic implications, directly deduced from the 3D
structural features, have been of obvious interest.
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I. Introduction

During the past 20 years, considerable progress has been made to-
ward understanding the electronic properties of iron–sulfur centers
thanks to the fruitful interplay between various approaches such as
synthetic analog chemistry, theoretical modeling, and of course spec-
troscopic studies. Modeling studies have been strongly stimulated by
the permanent supply of complementary data provided especially by
EPR, Mössbauer, ENDOR, MCD, and NMR experiments. However,
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the basic technique for detecting, quantifying, and characterizing the
redox properties of iron–sulfur centers in biological systems is un-
doubtedly continuous wave EPR. The application of EPR spectroscopy
to iron–sulfur proteins is greatly facilitated by the fact that their fro-
zen solution spectrum is generally characterized by a weak anisotropy
and consequently by a relatively large amplitude. For example, at a
given concentration, the amplitude of the spectrum exhibited by a
[2Fe–2S]1� center characterized by gx � 1.88, gy � 1.94, gz � 2.05 can
be expected to be about 60 times larger than that displayed by a low-
spin heme characterized by gx � 1.50, gy � 2.20, gz � 3.00. It is there-
fore not surprising that this new type of metal center was discovered
in 1960 by H. Beinert and R. H. Sands during an EPR study on mito-
chondrial membranes (1, 2). Since then, low-temperature EPR studies
on numerous biological systems have shown that iron–sulfur centers
are present in all living organisms, from bacteria to plants and mam-
mals. Thanks to its weak anisotropy, the spectrum obtained with
some iron–sulfur proteins can even be investigated by high-field EPR,
a technique that has been applied essentially to the study of radicals
so far. Although EPR spectroscopy is well suited to studying iron–
sulfur centers, the quantitative analysis of the complex spectra dis-
played by multicenter proteins and membrane-bound complexes often
requires numerical simulations and multifrequency experiments. In
addition, possible ways of interpreting the spectra obtained with some
new types of centers are only just beginning to emerge.

In this chapter, the various applications of EPR spectroscopy devel-
oped in the field of iron–sulfur research are reviewed. Since the elec-
tronic structure of the centers has often been explicitly dealt with in
these studies, the main characteristics of the EPR spectrum and the
relaxation properties of the diverse types of centers are presented in
Section II in relation to their electronic structure. To conclude this
section, some of the issues raised by the identification of iron–sulfur
centers by EPR are discussed. The various approaches involving EPR
spectroscopy that have been used to obtain structural information
about systems containing iron–sulfur centers are reviewed in Section
III. These include elucidating their coordination scheme by site-di-
rected mutagenesis, establishing the relative arrangement of centers
coupled by spin–spin interactions, and determining their magnetic
axes in oriented systems. Most of these structural investigations nat-
urally have functional implications. However, those studies that focus
directly on elucidating how these systems function are dealt with sep-
arately in Section IV. In the conclusion at the end of this chapter, the
outlook for future research in this field is discussed.
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II. EPR Characteristics and Relaxation Properties of the Centers

In this section, the characteristics of the spectra displayed by the
different types of iron–sulfur centers are presented, with special em-
phasis on how they depend on the geometrical and electronic struc-
ture of the centers. The electronic structure is only briefly recalled
here, however, and interested readers are referred to the excellent
standard texts published on this topic (3, 4). Likewise, the relaxation
properties of the centers are described, but the nature of the underly-
ing spin–lattice relaxation processes is not analyzed in detail. How-
ever, a short outline of these processes is given in the Appendix. The
aim of this introductory section is therefore mainly to describe the
tools used in the practical applications presented in Sections III and
IV. It ends in a discussion about some of the issues that may arise
when EPR spectroscopy is used to identify iron–sulfur centers.

A. FeS4 CENTERS

The simplest iron–sulfur centers, which were first discovered in ru-
bredoxins, consist of one iron ion coordinated by a distorted tetrahe-
dron of cysteinyl sulfur atoms. This environment provides a weak li-
gand field giving a spin equal to �� and 2 when the ion is Fe(III) and
Fe(II), respectively. It also determines the splitting of the ground spin
manifold, and consequently the characteristics of the EPR spectrum.
This splitting is generally described in the framework of the spin
Hamiltonian:

H � �B� · g̃ · S� � D(S2
Z � S(S � 1)/3) � E(S2

X � S2
Y) � S� · Ã · I�. (1)

The hyperfine terms are irrelevant to the EPR spectrum as long as
the protein is not enriched with 57Fe. The high-resolution crystal
structures of several oxidized rubredoxins display Fe–S distances
ranging between 2.27 and 2.31 Å and S–Fe–S angles ranging be-
tween 101� and 115� (5, 6). The deviation from perfect tetrahedral
geometry is sufficiently large for the zero-field splitting terms to be
predominant in the Hamiltonian (1) at X-band. Under these condi-
tions, the position of the EPR lines does not depend on E and D sepa-
rately, but only on the ratio E/D, which can always be set between 0
and �� by suitably labeling the (X, Y, Z) axes. In the most general case,
the position of the lines also depends on the g tensor components and
on the relative orientation of the g tensor and zero-field splitting ten-
sor axes.
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1. Oxidized Form

In the oxidized form, rubredoxins exhibit EPR spectra character-
ized by strongly temperature-dependent features at geff � 9.5, 4.3
(7–9). In order to explain this finding, we first note that the g tensor
components of a Fe(III) ion with tetrahedral-sulfur coordination can
be expected in the 2.010–2.030 range (10–12). A good approximation
therefore consists in assuming this tensor to be isotropic with g �
2.00, which makes it possible to calculate the effective values geff as a
function of the parameter E/D alone (13). Under these conditions, the
geff values measured in the rubredoxin spectrum were found to corre-
spond to an E/D ratio having almost the maximum value of 1/3 (7–9).
Positive D values in the �1.2 to �1.7 cm�1 range were deduced from
a study on the temperature dependence of the line intensity and from
Mössbauer experiments (14, 15). EPR spectra very similar to those
of rubredoxins are displayed by two rather different proteins of the
bacterium Desulfovibrio vulgaris called rubrerythrin and nigerythrin,
which contain an extra metal center of the hemerythrin type (16, 17).
In these three kinds of proteins, the cysteine residues ligating the
iron center are arranged in the sequence according to the motif Cys–
X2–Cys–(X)n–Cys–X2–Cys. By contrast, the desulforedoxin from D. gi-
gas (18) and the desulfoferrodoxins from D. desulfuricans (19) and D.
vulgaris (20) contain a FeS4 center ligated by the motif Cys–X2–Cys–
(X)n–Cys–Cys. In the oxidized form, these proteins exhibit an EPR
spectrum characterized by geff � 7.7, 5.7, 4.1, 1.8 corresponding to
an E/D ratio of 0.08. Parameter D was estimated at �2.2 cm�1 in
desulforedoxin (18). The significant difference observed in comparison
with the zero-field splitting parameters of rubredoxins was attributed
to the steric constraints imposed by the vicinity of the two last cyste-
ine residues in the sequence (18, 19). This hypothesis was subse-
quently confirmed by the resolution of the crystal structure of the
desulforedoxin from D. gigas (21) and the desulfoferrodoxin from D.
desulfuricans (22), which showed that although the Fe–S bond
lengths are very similar to those measured in rubredoxins, the sulfur
atoms of the adjacent cysteine residues form an S–Fe–S angle of
about 126�, which differs significantly from the tetrahedral value of
109� (21, 22). Besides, desulforedoxin mutants in which two residues
were inserted between the two last cysteines have been constructed
(23). These mutants were found to exhibit very similar EPR features
to those of rubredoxins, with an E/D ratio of about 0.22 (23).

The 57Fe hyperfine tensor components were determined by Möss-
bauer spectroscopy in the case of the rubredoxin from Clostridium
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pasteurianum, AX � �23 MHz, AY � �22 MHz, AZ � �23 MHz (15),
and that of the desulforedoxin from D. gigas, AX � AY � AZ � �21
MHz (18).

2. Reduced Form

Under some conditions, S � 2 systems give X-band EPR spectra
that can be detected both in the conventional perpendicular (B� 1 � B� )
mode and in the parallel (B� 1�B� ) mode. Owing to the magnitude of the
zero-field splitting parameters, this generally occurs when the split-
ting in zero field of the doublet originating from the ��2, �2�� states,
which is equal to 2D[1�(1 � 3(E/D)2)1/2] for D � 0, is smaller than the
microwave quantum h� (0.3 cm�1 at X-band) (24). Since parameters
D and E are distributed in protein samples, it may happen that this
condition is satisfied only in a fraction of all the molecules, so that a
broad asymmetric line beginning with a nonzero absorption at B � 0
is observed at very low fields (25). Contrary to what happens in the
case of half-integer spin systems, the position of this line cannot be
marked out by a frequency-independent number geff , and a quantita-
tive interpretation of the spectrum requires a complete numerical
simulation (25).

No EPR spectra have yet been reported to our knowledge in the
case of a protein containing a well-characterized reduced FeS4 center,
although a spectrum has been observed in the case of a model com-
plex (24). The lack of EPR signals in the case of proteins is apparently
directly related to the D and E values, which are equal to D � �7.5
cm�1, E/D � 0.28 in the case of C. pasteurianum rubredoxin (15), and
D � �6 cm�1, E/D � 0.19 in that of D. gigas desulforedoxin (18),
based on Mössbauer experiments. These same experiments provided
the 57Fe hyperfine tensor components: AX � �27.4 MHz, AY � �11.4
MHz, AZ � �31.5 MHz for rubredoxin and AX � �27.4 MHz, AY �
�27.4 MHz, AZ � �9.2 MHz for desulforedoxin (15, 18). The differ-
ences between these two sets of spin Hamiltonian parameters were
interpreted in terms of a ligand field model suggesting that they arise
mainly from angular factors (26), in keeping with the differences ob-
served in the crystal structures.

3. Relaxation Properties

In the oxidized form, the weak coupling of the high-spin Fe(III) ion
to its surroundings and the very large ligand-field energy of about
10,000 cm�1 (12) are not liable to give rise to very efficient relaxation
processes (see Appendix). However, the S � 5/2 manifold provides a
set of transitions for multiple direct processes that may be efficient
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at very low temperatures. Although no quantitative studies on the
relaxation properties of oxidized FeS4 centers in proteins have been
published so far, the available data concerning the microwave satura-
tion and the spectral broadening of the EPR spectrum are in line with
these qualitative predictions: The signal is not easily saturated at low
temperatures (17, 27), but it remains detectable above 100 K (16, 17,
20, 27). Mössbauer studies have shown that the relaxation process is
still slow at 200 K (18). A quantitative study has been carried out on
the spin–lattice relaxation of the reduced form of C. pasteurianum
rubredoxin using Mössbauer spectroscopy (28).

B. [2Fe–2S]1� CENTERS

The FeS4 unit of mononuclear centers is also present at the iron
sites of [2Fe–2S] clusters and in polynuclear iron–sulfur centers in
general. At these sites, the spin is therefore 5/2 and 2 when the ion
is ferric and ferrous, respectively. This environment consisting of four
sulfur atoms also determines the magnitude of the local parameters
characterizing each iron site: g tensor, zero-field splitting tensor, and
hyperfine tensors, the values of which can therefore be expected to
be similar to those measured in mononuclear centers. However, the
geometrical arrangement and even the chemical nature (cysteinyl or
bridging) of the four sulfur ligands vary with the type of center, so
that local parameters are not directly transferrable from one center
to another (29, 30). In polynuclear clusters, the interactions between
the iron sites are much stronger than the local terms described by
Hamiltonians of the type given in Eq. (1), so that the ladder of energy
levels and the spin states of the clusters are mainly determined by
these interactions. The characteristics of the EPR spectrum depend
strongly on the local terms, however.

1. g Tensor Analysis

This general scheme was first applied to [2Fe–2S] centers by J.
Gibson et al. (31). By postulating the existence of strong antiferromag-
netic interactions due to a bridging structure between the two iron
sites, these authors explained the diamagnetism of the ground state
of the oxidized form [Fe(III), Fe(III)] and the S � 1/2 value of the
ground state of the reduced form [Fe(III), Fe(III)] of spinach ferre-
doxin. This model yielded the following expression for the g tensor of
the S � 1/2 state:

g̃ � 7/3g̃1 � 4/3g̃2 , (2)
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where g̃1 and g̃2 are the local g tensors of the Fe(III) and Fe(II) sites,
respectively. The experimental values gx � 1.88, gy � 1.94, gz � 2.04
were accounted for by taking the first tensor to be isotropic with g1 �
2.019, the value observed for a Fe(III) ion in ZnS, and by choosing
appropriate ligand field parameters for a Fe(II) ion with distorted tet-
rahedral coordination (31). The validity of this model has been con-
firmed using other techniques such as Mössbauer and ENDOR spec-
troscopy (32, 33). In addition, magnetic susceptibility experiments
carried out on [2Fe–2S] ferredoxins from plants and cyanobacteria
have shown that the exchange interactions can be described by a
Heisenberg Hamiltonian Hex � �2JS� 1 · S� 2 , where J is equal to about
�180 cm�1 in the oxidized form and �90 cm�1 in the reduced form
(34–36). Lastly, the existence of a bridging structure involving two
inorganic sulfur atoms and the tetrahedral coordination of the two
iron sites have been fully confirmed by the resolution of the X-ray
crystal structure of several plant-type [2Fe–2S] ferredoxins (37–40).
The cysteine residues ligating the reducible site of the cluster have
been identified by NMR studies in the case of plant-type ferredoxins
(41, 42) and by site-directed mutagenesis experiments monitored by
EPR in the case of other proteins (see Section III,A).

Dinuclear [2Fe–2S]2�,1� centers that in their reduced form give a
similar EPR spectrum to that of plant-type ferredoxins with gav �
(gx � gy � gz)/3 � 1.96 are found in a great variety of living organ-
isms, from bacteria to mammals. Within this class of centers, large
variations in the spectral shape are observed, from the rhombic spec-
trum of plant-type ferredoxins to the axial spectrum of adrenal ferre-
doxin, but the variations in the g tensor components appear to be
correlated (Fig. 1). These variations can be rationalized by a ligand
field model that is a generalized version of that proposed by Gibson
et al., in which the g tensor of the Fe(III) site is taken to be constant
and anisotropic: g1x � 2.015, g1y � 2.034, g1z � 2.030, and the Fe(II)
site is assumed to undergo a rhombic distortion that varies while
obeying an idealized C2v symmetry (43). Under these conditions, the
orbital part of the ground state of the Fe(II) ion can be written

��0� � cos � �z2� � sin � �x2 � y2�

and the components of the ferrous g tensor take the form

g2x � ge � (8�/
yz) sin2 (� � �/3)

g2y � ge � (8�/
xz) sin2 (� � �/3)

g2z � ge � (8�/
xy) sin2 �,
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FIG. 1. g values of [2Fe–2S]1� centers in proteins displaying a g � 1.96 type EPR
spectrum, plotted as a function of the difference g2 � g3 (g3 � g2 � g1). Data from Refs.
(142, 305, 306) have been added to those previously used in Fig. 3 in Ref. (304). The
calculated lines are identical to those given in that figure.

where the 
i j are ligand field energies of the Fe(II) site. Taking the
values 
xz � 6000 cm�1 and 
yz � 4000 cm�1 measured in adrenal
and spinach ferredoxins by far infrared spectroscopy and taking the
spin–orbit constant � to be equal to �80 cm�1, it is possible to account
for the experimentally observed variations by varying the mixing pa-
rameter � in the �20 to �5�C range (Fig. 1). This model provides a
semiempirical description based on symmetry properties alone that
tells us nothing about the structural significance of the mixing param-
eter �. Information on this point has been provided, however, by
LCAO–X� valence bond calculations, which have shown that the �
value depends mainly on the Fe(II)–S–C (Cys) angle (29). In C2v sym-
metry, the magnetic axes are oriented along the orthorhombic axes,
and fitting the data led to assigning the axis corresponding to the
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FIG. 2. g values of [2Fe–2S]1� centers in proteins displaying a g � 1.91 type EPR
spectrum, plotted as a function of g2 � g3 . Data from Refs. (61, 264, 307) have been
added to those previously used in Fig. 6 in Ref. (304). The calculated lines are identical
to those given in that figure.

largest g value to the iron-to-iron direction (43). The same model was
found to account for the g-strain broadening of the spectra (44) and
for the variations of the g tensor components of [2Fe–2S] proteins
in which the bridging sulfides were replaced by selenium (45). More
recently, it was used to interpet the polarized X-ray absorption spec-
trum obtained with the [2Fe–2S] ferredoxin from Clostridium paste-
urianum (46).

In their reduced form, several proteins containing [2Fe–2S] centers
display EPR spectra that are characterized by gav � 1.91. These in-
clude on the one hand the Rieske proteins present in the bc1 complex
of mitochondria and bacteria and in the b6 f complex of chloroplasts
and photosynthetic bacteria, and on the other hand some bacterial
dioxygenases. In this class of [2Fe–2S] clusters, the variations of the
g tensor components are also correlated (Fig. 2). These variations are
satisfactorily described by a model involving a large ligand field split-
ting of about 15,000 cm�1 that was ascribed to the chemical inequiva-
lence between the bridging sulfur and the terminal ligands of the
Fe(II) site (47). Fitting the experimental data led to identifying the
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iron-to-iron direction with the magnetic axis corresponding to either
the smallest or the intermediate g value (47). Evidence for histidine
nitrogen coordination of these centers was provided on the one hand
by ENDOR experiments carried out on phthalate dioxygenase from
Pseudomonas cepacia (48) and on the Rieske protein from Rhodo-
bacter capsulatus (49), and on the other hand by ESEEM experiments
carried out on several Rieske proteins (50). This coordination was
fully confirmed by the resolution of the crystal structure of a soluble
fragment of the beef heart bc1 complex, in which the strong inequiva-
lence between the bridging sulfurs and the terminal histidine nitro-
gens is reflected by a N–Fe–N angle of 90� (51). In addition, circular
dichroism experiments carried out on the reduced form of several
[2Fe–2S] proteins displaying a gav � 1.91 type EPR spectrum have
shown the existence of a d–d transition of energy amounting to
20,000 cm�1, which is not detected in the reduced ferredoxins giving
a gav � 1.96 spectrum (52). Although the geometry of the reducible
site displayed in the crystal structure departs significantly from ideal-
ized C2v symmetry, these recent findings seem to confirm the validity
of the ligand field model. In this class of [2Fe–2S] clusters, elucidat-
ing the nature of the variable distortion that modulates the g tensor
anisotropy must await further structural determination and/or the
development of ab initio theoretical models.

2. Influence of Valence Delocalization on the EPR Spectrum

Assuming the existence of a strong antiferromagnetic interaction
between the two sites of [2Fe–2S] clusters makes it possible to ac-
count quite simply for the spin state of the different forms: S � 0
for [Fe(III), Fe(III)], S � 1/2 for [Fe(III), Fe(II)], and S � 0 for the
superreduced [Fe(II), Fe(II)] form that has been generated under very
specific conditions (53–55). However, in the case of the mixed-valence
[Fe(III), Fe(II)] form, a more complex reality probably underlies this
simplified picture. If the iron sites of the cluster are labeled A and B,
the possibility that the two configurations a � [FeA(II), FeB(III)] and
b � [FeA(III), FeB(II)] may participate in the spin states of the cluster
must be in fact considered. These states and their energies are deter-
mined by the interplay between several factors, which are briefly re-
called here. To begin with, it is convenient to consider the hypotheti-
cal case where sites A and B are independent, which would occur if
they were located far apart. In this situation, configurations a and b
would give rise to states �a and �b , respectively, whose energies Ea

and Eb would vary with the geometry Q of the system as shown in
Fig. 3. Note that the geometries Qa and Qb corresponding to the mini-
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FIG. 3. Energy profile of the configurations a � [FeA(II), FeB(III)] and b � [FeA(III),
FeB (II)] as a function of the geometry of the system when sites A and B are inde-
pendent.

mum of Ea and Eb are necessarily different. For example, in state �a ,
the metal–ligand bond length is expected to be shorter in site B (fer-
ric) than in site A (ferrous), whereas the opposite is expected to occur
in state �b . These so-called vibronic coupling effects tend therefore to
localize the valences. Besides, the minima of Ea and Eb may differ if
the two sites are not equivalent, and this situation is likely to occur
in a protein. In the situation depicted in Fig. 3, the smallest energy
would therefore be obtained in configuration b � [FeA(III), FeB(II)] for
the equilibrium geometry Qb . When the two sites are allowed to inter-
act, two kinds of interactions may take place, which can both be ex-
pressed in terms of the value of the total spin S� � S�A � S�B: an ex-
change interaction dominated by a large antiferromagnetic
contribution mediated by the two bridging sulfurs, which is described
by a Heisenberg Hamiltonian �2JS�A · S�B , and a double exchange in-
teraction due to the valence delocalization phenomenon that gives a
�B(S � 1/2) term (56). In the presence of valence delocalization, the
states of the system become

�S � ca�
a
S � cb�

b
S , (3)

where ca and cb are localization coefficients satisfying c2
a � c2

b � 1 if the
overlap between �a

S and �b
S is weak. The energies ES � E(�S) are

determined by the parameters J and B, which depend slightly on the
geometry, and by the difference U � (Ea � Eb), which is a sensitive
function of the geometry of the system (Fig. 3). It follows that the spin
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value, the energy, and the equilibrium geometry of the various states
are determined by the interplay between these diverse factors. It has
been established that the ES values of the lowest energy set of spin
states are given by (56)

ES � �JS(S � 1) � [U2 � B2(2S � 1)2]1/2/2, (4)

and that the localization coefficients depend only on the ratio r �
B/U and on S (57):

c2
a � [1 � (1 � r2(2S � 1)2)1/2]2/N

c2
b � r2(2S � 1)2/N (5)

N � [1 � (1 � r2(2S � 1)2)1/2]2 � r2(2S � 1)2.

It should be noted that the values of all the parameters involved in
Eqs. (4) and (5) correspond to the equilibrium geometry of the ground
state. According to this analysis, the double exchange interaction
gives rise to a departure of the ladder of energy levels from that pre-
dicted by the Heisenberg Hamiltonian [Eq. (4) and Fig. 4] and to a
spin-dependent delocalization of the �S states [Eq. (5) and Fig. 5].
These two phenomena may affect the EPR properties of [2Fe–2S]1�

centers to different extents. Owing to the delocalization process, the
g tensor of the S � 1/2 state is given by Eq. (2), in which g1 and g2

are now averaged ferric and ferrous tensors defined by (30)

g̃1 � c2
a g̃B

1 � c2
b g̃A

1
(6)

g̃2 � c2
a g̃A

2 � c2
b g̃B

2 ,

where g̃B
1 and g̃A

1 are the ferric g tensors corresponding to the a and b
configurations, respectively, and a similar definition holds for g̃A

2 and
g̃B

2 . In general, the averaging process apparent in Eqs. (6) does not
seem likely to significantly affect the g values in comparison with
those observed in the case of trapped valences. More drastic effects
may occur when a substantial value of the ratio B/J brings the first
excited state S � �� close to the S � �� ground state (Fig. 4). In these
circumstances, the mixing of the two states due to the local zero-field



STRUCTURE AND FUNCTION OF Fe–S PROTEINS BY EPR 433

FIG. 4. Lowest energy set of spin states of a [2Fe–2S]1� center as a function of the
ratio B/J, as calculated from Eq. (4) in the case of U � 10J (full lines) and U � 2J
(dashed lines). In both cases, the energy of the S � 1/2 state when B � 0 was taken to
be zero.

splitting terms may significantly shift the g tensor components from
the values given by Eq. (2). In addition, the proximity of the excited
states may accelerate the relaxation of the ground state (58).

Now, what do we know about the degree of valence delocalization
occuring in [2Fe–2S]1� clusters? The answer has been provided by
Mössbauer spectroscopy experiments, which have shown that the
values of the isomer shift, the quadrupole splitting, and the 57Fe
hyperfine constants correspond to trapped valence Fe(III) and Fe(II)
sites in both the gav � 1.96 (33, 59) and gav � 1.91 (60, 61) classes
of centers. These experiments demonstrate that the B/U ratio is
small in these centers (Fig. 5), but they give no information about
the magnitude of the B/J ratio that is relevant to Fig. 4. In the
case of plant-type and adrenal ferredoxins, it was established that
the energy 
 between the ground state and the S � �� state deter-
mined by magnetic susceptibility experiments is sufficiently large
for the corrections to Eq. (2) to be neglected (62). The relaxation
properties of [2Fe–2S]1� centers giving an EPR spectrum character-
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FIG. 5. Localization coefficients c2
a and c2

b of the various spin states of a [2Fe–2S]1�

center as a function of the ratio B/U, as calculated from Eq. (5).

ized by gav � 1.91 were found to be very similar to those of the
gav � 1.96 class (63), indicating that no low-lying excited level is
present in these centers, either.

Although no double exchange effects have been detected in the EPR
spectra obtained with the usual [2Fe–2S] proteins, processes of this
kind might explain the anomalous properties displayed by some cen-
ters. The milk enzyme xanthine oxidase contains two [2Fe–2S] cen-
ters. Center 1 exhibits an EPR spectrum similar to those observed in
the gav � 1.96 class, whereas the spectrum of center 2 is characterized
by anomalous g values: gx � 1.902, gy � 1.991, gz � 2.110 (gav � 2.00),
very broad lines, and very efficient spin–lattice relaxation processes
leading to the disappearance of the signal at temperatures above 35
K (64). Although a Mössbauer study has provided evidence that the
valences are trapped in both centers (64), the peculiar properties of
the center 2 signal might be explained by a similar model to that
initially proposed for center F�

X of photosystem I, which was based on
the existence of a small 
 value (58). Finally, it may happen that the
double exchange interaction is sufficiently large for the ground state
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to be characterized by a spin S � 1/2 (Fig. 4). A situation of this kind
has been described in the case of Cys-to-Ser mutants of C. pasteuria-
num ferredoxin (see Section III,A).

3. Relaxation Properties

As mentioned previously, magnetic susceptibility experiments have
shown that the energy 
 of the S � �� state is equal to about 270 cm�1

in the case of [2Fe–2S]1� centers of plant-type ferredoxins (34–36). In
view of the relative proximity of excited states and the strong cou-
pling between the ferrous ion and the lattice, the relaxation processes
are expected to be faster in these clusters than in mononuclear
Fe(III)S4 centers, except perhaps at very low temperatures, where
several direct processes can accelerate the relaxation of the S � ��

multiplet. [2Fe–2S]1� clusters are certainly the biological metal cen-
ters whose relaxation properties have been the most extensively in-
vestigated. Using a combination of techniques, the spin–lattice relax-
ation time T1 of the [2Fe–2S]1� center of Spirulina maxima ferredoxin
was found to vary from about 1 s at 1.2 K to 2 � 10�10 s at 133 K (65).
Three relaxation processes have been identified, including an Orbach
process, which was found to be predominant at temperatures above
30 K and to lead to the disappearance of the signal via relaxation
broadening at about 150 K (65, 66). This Orbach process involves an
excited level of energy 
 � 250 cm�1, which is a very similar value to
that deduced from magnetic susceptibility experiments. The relax-
ation broadening of other proteins giving a gav � 1.96 type signal has
also been studied, yielding 
 values ranging from 220 cm�1 in the case
of Halobacterium halobium ferredoxin to 510 cm�1 in the case of adre-
nal gland ferredoxin (67). The large value obtained with the latter
protein is consistent with the results of susceptibility experiments in
which no departure from the Curie law was detected in the 4–250 K
range (68). A still larger value of 
 � 900 cm�1 has been estimated in
the case of the [2Fe–2S]1� cluster of the mammalian enzyme ferro-
chelatase (69). The relaxation behavior of several [2Fe–2S] proteins
giving a gav � 1.91 type signal was found to be similar to that ob-
served in the gav � 1.96 class (63). Although large 
 values in the 600
to 900 cm�1 range have generally been deduced from the relaxation
broadening of [2Fe–2S]1� model complexes (70, 71), the value of 
 �
105 cm�1 was inferred from both the relaxation broadening of the EPR
spectrum and the temperature dependence of the Mössbauer spec-
trum of the complex [Fe2S2(dimethylmethanebisbenzimidazolate)2]3�

(57). This small value of 
 and the anomalous Mössbauer parameters
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have been convincingly explained in terms of a partially valence-delo-
calized [2Fe–2S]1� cluster (57).

C. [3Fe–4S]1�,0 CENTERS

With trinuclear clusters, we are now dealing with systems whose
electronic structure depends on multiple intersite interactions that
may differ from one iron pair to another. As a result, the separation
between adjacent energy levels depends, not on the magnitude of
these interactions, but on their difference. This may give rise to low-
lying excited levels, which may have far-reaching effects on both the
EPR spectrum and the relaxation properties.

1. Oxidized Form

A priori, one might have expected a [3Fe–4S]1� center to give a
particularly simple EPR spectrum. Contrary to what was suggested
in Ref. (13), the electronic structure of this cluster, which possess
three ferric sites, is not liable to be complicated by valence delocaliza-
tion phenomena, so that the intersite interactions can be described by
the Heisenberg Hamiltonian:

H � 3

i�j�1
�2Ji jS� i � S� j ,

with S1 � S2 � S3 � ��. The cuboidal arrangement displayed by the
crystal structures (72–74) suggests that the Ji j are negative (antifer-
romagnetic) and of similar magnitude, so that a S � �� ground state
can be expected to exist (75). Actually, two different S � �� states are
possible, each of which is characterized by a particular set of spin
coupling coefficients �Ki�. When the ground state is clearly separated
from the excited states, its g tenor is simply given by a linear combi-
nation of the local ferric g tensors:

g̃ � 
 K �i g̃i , (7)

where the K �i values depend on the spin coupling coefficients Ki and
on the relative differences between the Ji j values (76). By using the g
values of high-spin ferric centers with tetrahedral sulfur coordination,
it can be shown that the g tensor components predicted by Eq. (7)
fall in the 1.97–2.08 range (76). Moreover, since ferric g̃i tensors are
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FIG. 6. Representative EPR spectra displayed by trinuclear and tetranuclear iron–
sulfur centers. (a) and (b) [3Fe–4S]1� center in the NarH subunit of Escherichia coli
nitrate reductase and the Ni–Fe hydrogenase from D. gigas, respectively. (c) [4Fe–4S]1�

center in D. desulfuricans Norway ferredoxin I. (d) [4Fe–4S]3� center in Thiobacillus
ferrooxidans ferredoxin. Experimental conditions: temperature, 15 K; microwave fre-
quency, 9.330 GHz; microwave power, (a) 100 mW, (b) 0.04 mW, (c) and (d) 0.5 mW;
modulation amplitude (a), (c), (d) 0.5 mT, (b) 0.1 mT.

generally not very sensitive to structural variations, these compo-
nents can be expected to differ very little from one protein to another.

Proteins containing [3Fe–4S]1� centers display low-temperature
EPR spectra centered at g � 2.01, which are characteristic of a S � ��

state. The spectral shape is generally highly asymmetric, with a nar-
row peak at low-field and a broad featureless trough at high-field ex-
tending outside the range of g values predicted by Eq. (7) (Fig. 6a).
Since multifrequency experiments have shown that the linewidth of
these spectra is essentially determined by g-strain effects (77, 78), it
can be concluded that the smallest g value is distinctly smaller than
1.97 in a sizeable population of molecules. This is illustrated in Fig.
7 by the spectra of D. gigas ferredoxin II recorded at 9 and 285 GHz.
In addition, the EPR signals displayed by [3Fe–4S]1� centers are
characterized by fast relaxation properties, which is at first sight sur-
prising for centers comprising only high-spin ferric sites. Actually, the
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FIG. 7. EPR spectra of the [3Fe–4S]1� center of D. gigas ferredoxin II recorded at
5 K in nonsaturating conditions at (a) 9 GHz and (b) 285 GHz. The 285 GHz spectrum
was recorded at the Laboratoire des Champs Magnétiques Intenses, CNRS, Grenoble.

overall anisotropy of the spectrum and the relaxation rates vary con-
siderably among proteins containing [3Fe–4S] centers, but these vari-
ations appear to be correlated with each other. In this respect, the
two limiting situations are probably on the one hand the signals dis-
played by the [3Fe–4S]1� centers of the Ni–Fe hydrogenases from De-
sulfovibrio gigas and Desulfovibrio vulgaris Miyazaki, which are char-
acterized by a very weak anisotropy (Fig. 6b) and can be detected up
to 100 K (79), and on the other hand the very anisotropic signal exhib-
ited by the [3Fe–4S]1� center of Azospirillum brasilense glutamate
synthase, in which the relaxation broadening is already observed at
9 K (80). Intermediate spectral shapes and relaxation behaviors have
been observed in the case of Azotobacter vinelandii ferredoxin I and
D. gigas ferredoxin II (Fig. 7a) (76, 81). This correlation is also ob-
served when the electronic properties of [3Fe–4S]1� centers are modi-
fied. For example, the [3Fe–4S]1� cluster of Pyrococcus furiosus ferre-
doxin can incorporate a diamagnetic Tl1� ion to form a cubane
[TlFe3S4]2� cluster, giving an EPR signal characterized by both a
smaller anisotropy and a slower relaxation rate than those of the na-
tive center (82). Similarly, the EPR spectrum given by the center S3

of succinate quinone reductase from Bacillus subtilis was found to
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become more isotropic in the presence of methanol or when a
neighbouring serine was replaced by a cysteine (83). In both cases,
the narrowing of the signal was accompanied by a significant decrease
in the spin–lattice relaxation rate (83).

The correlation between the anisotropy of the EPR spectrum and
the spin–lattice relaxation properties of [3Fe–4S]1� centers, which
has been pointed out by several authors (77, 84), strongly suggests
that the peculiar properties of EPR signals displayed by [3Fe–4S]1�

centers are attributable to the existence of low-lying excited levels
that invalidate Eq. (7). It was suggested some time ago that levels of
this kind might explain the anomalous temperature dependence of
the EPR signals given by D. gigas ferredoxin II and A. vinelandii
ferredoxin I (81). A model based on the admixture of the S � �� states
into the S � �� ground doublet via the local zero-field splitting terms
was shown to account quantitatively for the main characteristics of
the EPR signal, in terms of the g tensor anisotropy, the asymmetric
shape of the spectrum, the temperature dependence, and the relax-
ation properties of the signal (77, 78, 82). Besides, this model was
reported to provide a quantitative explanation for the anomalous an-
isotropy of the 57Fe hyperfine tensors determined by ENDOR and
Mössbauer spectroscopies (78, 85). When zero-field splitting parame-
ters appropriate for Fe(III)S4 sites were used in this model, the value
J � �20 cm�1 was obtained for the exchange parameter (77). This
small value was initially taken to be consistent with the adamantane-
type geometry displayed in the first X-ray crystal structure of A. vinel-
andii ferredoxin I, in which the distance between the iron atoms was
about 4 Å (86). Subsequently, the cuboidal structure detected in other
studies (72–74) raised an intriguing question as to the magnitude of
the exchange interactions in [3Fe–4S]1� clusters, which was appar-
ently solved when a large value �J � � 150 cm�1 was determined in
magnetic susceptibility measurements (87) and NMR experiments
(88) carried out on D. gigas ferredoxin II. With such a large J value,
the admixture of the S � �� states into the S � �� ground doublets
brought about by the local zero-field splitting terms does not suffice
to explain the peculiar spectroscopic properties of [3Fe–4S]1� centers.
It should, however, be noted that, in addition to the isotropic compo-
nent represented by the Heisenberg Hamiltonian, the exchange inter-
actions give rise to anisotropic components (89) and higher order con-
tributions such as biquadratic terms (90). A more general exchange
Hamiltonian should therefore be written:

Hex � 
 (�2JijS� c � S� j � S� i � D̃i j � S� j � d� i j � S� i � S� j � ji j S� 2
i S� 2

j ).
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From the selection rules of the 6j coefficients (89), it follows that the
biquadratic terms cannot mix the S � �� levels with higher spin states.
By contrast, the anisotropic symmetric and antisymmetric terms,
whose magnitude is related to that of the isotropic component (89),
can give rise to a substantial mixing. However, a detailed quantita-
tive model is needed to verify whether the peculiar magnetic proper-
ties of [3Fe–4S]1� centers can be explained by this mixing.

2. Reduced Forms

MCD experiments have shown that the ground manifold of [3Fe–
4S]0 centers is S � 2 in all the [3Fe–4S] proteins studied so far with
this technique (82, 84). A detailed Mössbauer study carried out on D.
gigas ferredoxin II has demonstrated moreover that this spin state
arises from the antiferromagnetic coupling of a [Fe(III), SC � ��] site
to the two sites of a fully delocalized [Fe(III)–Fe(II), SAB � ��] mixed-
valence pair (85) (Fig. 8A). This asymmetric electron distribution,
which has also been observed in synthetic analogs (91), is apparently
an intrinsic property of the [3Fe–4S]0 unit (92). Actually, the inter-
play between double exchange interactions and vibronic coupling ef-
fects gives rise to fully delocalized [Fe(III)–Fe(II)] pairs in the major-
ity of mixed-valence clusters with a nuclearity larger than 2,
including the [3Fe–4S]1� fragment present in heterometallic [MFe3S4]
clusters and [4Fe–4S]1�,2�,3� clusters (see later discussion).

Like mononuclear Fe(II)S4 centers, [3Fe–4S]0 centers can give an
EPR spectrum. Indeed, a broad, asymmetric line is often observed at
very low field in the spectra obtained with proteins containing these
centers, such as D. gigas, T. thermophilus, and P. furiosus ferredoxins
(85, 93, 94) and Ni–Fe hydrogenases (95), as well as those obtained
with synthetic analogs (91). The zero-field splitting parameters deter-
mined by Mössbauer and MCD spectroscopy were found to be D �
�2.5 cm�1, E/D � 0.22 in the case of all these [3Fe–4S]0 centers,
except for T. thermophilus ferredoxin, where E � 0 (85, 93, 94). Al-
though the zero-field splitting parameters of the [3Fe–4S]0 cluster of
A. vinelandii ferredoxin I were found to be very similar (96), no EPR
spectrum was observed, probably because the E/D ratio was slightly
larger and/or these parameters were more widely distributed in this
protein (84). Since the zero-field splitting parameters of the S � 2
state are determined both by the local parameters of the iron sites
and by the anisotropic component of the intersite exchange interac-
tions, it seems quite remarkable that they vary so little from one pro-
tein to another.

It is also worth mentioning the case of the [3Fe–4S]�1 fragments
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FIG. 8. Scheme of the electronic structure of (A) [3Fe–4S]0 centers and (B) [4Fe–
4S]3�,1� centers according to the standard model. The thin and thick dashed lines indi-
cate the antiferromagnetic and double exchange coupling, respectively. Configurations
a and b correspond to the two possible locations of the excess electron in the mixed-
valence pair. In part (B), the local spin values are SC � SD � 2 in the case of [4Fe–4S]1�

centers and SC � SD � �� in the case of [4Fe–4S]3� centers.

present in modified heterometallic [MFe3S4]1� clusters of proteins, in
which M is a divalent diamagnetic metal ion. The S � �� ground state
of these fragments results from the antiferromagnetic coupling be-
tween a [Fe(II), S1 � 2] site and a fully delocalized [Fe(III)–Fe(II),
S23 � ��] mixed-valence pair (97). The EPR spectrum is characterized
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by geff values ranging between 3.0 and 10, which were analyzed with
a spin Hamiltonian similar to that given by Eq. (1) with D � �2.5
cm�1 and an E/D ratio equal to 0.25 and 0.18 in D. gigas ferredoxin
II (98) and P. furiosus ferredoxin (97), respectively. Lastly, it should
be mentioned that the [3Fe–4S]�2 form recently generated electro-
chemically gives a diamagnetic ground state (99–102).

3. Relaxation Properties

Owing to the weak coupling of Fe(III) ions to the lattice, the relax-
ation of [3Fe–4S]1� centers might have been expected to be relatively
slow. In fact, the spin–lattice relaxation rate of the [3Fe–4S]1� centers
of Azotobacter vinelandii ferredoxin I and D. gigas ferredoxin II was
found to be two orders of magnitude faster than that of the [2Fe–2S]1�

center of Spirulina maxima ferredoxin between 4 and 50 K (103). In
the 20 to 50 K range, the temperature dependence of the relaxation
rate was satisfactorily described by an Orbach process involving an
excited state of energy 
 � 88 cm�1 (81). This value is in good
agreement with the value 
 � 80 cm�1 deduced from a MCD study
carried out on D. gigas ferredoxin II (104). The relaxation rate of the
[3Fe–4S]1� center of D. desulfuricans Miyazaki hydrogenase was
found in contrast to be two orders of magnitude slower than that of
the two previously cited ferredoxins in the 10 to 60 K range (79).
Since the anisotropy of the EPR spectrum exhibited by this center is
much smaller than that observed with the two ferredoxins, these
findings are fully consistent with the idea that the anisotropy of the
spectrum is due to a mixing with excited states.

In the reduced form, the set of energy levels provided by the S � 2
manifold may promote efficient relaxation processes at low tempera-
tures. However, since no low-lying excited levels were detected in
[3Fe–4S]0 centers in magnetic susceptibility studies (87), the relax-
ation is not likely to be particularly fast at intermediate and high
temperatures. To our knowledge, the only information available on
this point was provided by a study on the temperature dependence of
the EPR signal given by the center of D. vulgaris Miyazaki hydro-
genase, which showed no evidence of relaxation broadening in the
20–50 K range (79).

D. [4Fe–4S]1� and [4Fe–4S]3� CENTERS

[4Fe–4S]2�,1� clusters are certainly the most ubiquitous iron–sulfur
centers in biological systems. They play the role of low potential redox
centers in ferredoxins, membrane-bound complexes of the respiratory
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and photosynthetic electron transfer chains and a great variety of me-
talloenzymes. There is growing evidence that they can also perform
nonredox functions [see Ref. (105) and Section IV,B].

1. EPR Spectrum

The characteristic derivative-shaped feature at g � 1.94 first ob-
served in mitochondrial membranes has long been considered as the
sole EPR fingerprint of iron–sulfur centers. The EPR spectrum exhib-
ited by [4Fe–4S]1� centers generally reflects a ground state with S �
�� and is characterized by g values and a spectral shape similar to
those displayed by [2Fe–2S]1� centers (Fig. 6c). Proteins containing
[4Fe–4S]3� centers, which are sometimes called HIPIP, essentially act
as electron carriers in the photoinduced cyclic electron transfer of pur-
ple bacteria (106), although they have also been discovered in nonpho-
tosynthetic bacteria (107). Their EPR spectrum exhibits an axial
shape that varies little from one protein to another with g�� � 2.11–
2.14 and g� � 2.03–2.04 (106–108), plus extra features indicative of
some heterogeneous characteristics (Fig. 6d).

The electronic structure of tetranuclear clusters is determined by
the interplay between numerous exchange and double exchange in-
tersite interactions and between vibronic coupling effects. However,
the ground state of [4Fe–4S]1� and [4Fe–4S]3� clusters is generally
an S � �� state, which suggests that it depends on factors that are not
very sensitive to structural variations. Actually, a clue about the na-
ture of this ground state has been provided by the low-temperature
Mössbauer spectrum of these centers, in which the four iron sites gen-
erally form two internally equivalent pairs: In the case of two sites A
and B, the parameters are those of a fully delocalized mixed-valance
[Fe(III), Fe(II)] pair and the 57Fe hyperfine coupling constants are
negative, whereas in that of the other sites C and D, the parameters
correspond to ferrous sites in [4Fe–4S]1� clusters and ferric sites in
[4Fe–4S]3� clusters, and the hyperfine constants are positive (109,
110). Since the isotropic component of the hyperfine interactions is
proportional to the spin density at the corresponding iron nucleus,
this pattern directly reflects the orientation of the local spins with
respect to the total spin S� of the cluster. These orientations are suit-
ably described by a phenomenological pairwise model, which can be
currently considered as the standard model for polynuclear iron–
sulfur centers with a nuclearity greater than 2 (Fig. 8B): Within the
pair (A,B), the double exchange interactions force the spins S�A and
S�B into a parallel alignment. In turn, the antiferromagnetic interac-
tions between these sites and sites C and D force S�C and S�D to be
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parallel despite their antiferromagnetic coupling, giving a net spin
S � �� (Fig. 8B). When all the exchange parameters are equal, the
antiferromagnetic interactions between the (A,B) and (C,D) pairs can
be written �2JS�AB � S�CD , where S�AB � S�A � S�B , S�CD � S�C � S�D , so that
SAB and SCD are good quantum numbers. This remains true even if
three different values are used for J[Fe(III), Fe(III)], J[Fe(III),
Fe(II)], and J[Fe(II), Fe(II)] (111). Under these conditions, if we note
S3 � ��, S4 � 2 as the spins of the mixed-valence pair and S1 � S2 as
those of the localized pair, equal to �� and 2 in [4Fe–4S]3� and [4Fe–
4S]� centers, respectively, the four hyperfine tensors Ãi are related to
the local hyperfine tensors ãi by Ãi � Kiãi , where Ki is a spin coupling
coefficient depending on Si , S12 , and S34 (111). Upon taking the two
configurations a and b shown in Fig. 8B, this relation can be general-
ized to take into account the valence delocalization between A and B
(112). The isotropic components of the values Aix , Aiy , Aiz measured by
Mössbauer and ENDOR experiments performed on [4Fe–4S]1� and
[4Fe–4S]3� clusters were satisfactorily reproduced by using the iso-
tropic components measured in mononuclear FeS4 centers as local hy-
perfine constants and the set K1 � K2 � �	�, K3 � ����, K4 � 	�	� corre-
sponding to S12 � 4, S34 � �� (109, 111). As established in the case of
[3Fe–4S]0 clusters, the asymmetric electron distribution apparent in
Fig. 8B results essentially from the interplay between valence delocal-
ization and vibronic coupling effects (113).

In the framework of this standard model, the g tensor of the S � ��

state is given by the simple expression

g̃ � 4

i�1
Ki g̃i , (8)

where g̃1 and g̃2 are the local g tensors of sites D and C, respectively,
and g̃3 and g̃4 are average g tensors given by expressions such as
Eq. (6):

g̃3 � c2
a g̃B

3 � c2
b g̃A

3
(9)

g̃4 � c2
a g̃A

4 � c2
b g̃B

4

According to Eqs. (8) and (9), the g tensor of [4Fe–4S]1� clusters de-
pends on four ferrous (g̃1 , g̃2 , g̃A

4 , g̃B
4) and two ferric (g̃A

3 , g̃B
3) local g

tensors. This holds true even if the mixed-valence pair is fully delocal-
ized: c2

a � c2
b � ��. Owing to the low-lying excitation energies of the
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ferrous sites (114), the ferrous g tensors are expected to be highly
sensitive to variations in the structure and the environment of the
[4Fe–4S]1� cluster in the protein. This cause of variability, together
with the large number of parameters determining the g tensor of
these clusters, may explain why the variations in their principal com-
ponents from one protein to another do not appear to be correlated,
contrary to what is observed in the case of [2Fe–2S]1� clusters. In the
case of [4Fe–4S]3� clusters, C and D are ferric sites and two ferrous g
tensors and four ferric local g tensors are therefore involved in Eq.
(8). This may explain why less variability has been observed experi-
mentally.

The range of g values predicted by the standard model can be
roughly estimated by assuming that all the local g tensors are isotopic
and take only two different g values: g(Fe(III)) � 2.02 and g(Fe(II)) �
2.00 � 
g, with 
g � 0. One obtains

[4Fe–4S]1� clusters: g � 2.04 � 1.03 
g

[4Fe–4S]3� clusters: g � 1.99 � 1.63 
g

By comparison, the same approximation yields g � 2.05 � 1.33 
g in
the case of a [2Fe–2S]1� cluster. Although these simple expressions
account approximately for the values observed experimentally, they
should not be taken too seriously because of the tensorial character of
the quantities involved in Eqs. (8) and (9). Actually, a general model
for the interpretation of the g tensors of [4Fe–4S]1� and [4Fe–4S]3�

clusters has been proposed (115). An important prediction made by
this model concerns the orientation of the magnetic axis correspond-
ing to the largest g value with respect to the cubane structure: with
[4Fe–4S]3� clusters, this magnetic axis was predicted to be close to
the common perpendicular to the directions defined by the [FeC(III),
FeD(III)] and mixed-valence [FeA(III), FeB(II)] pairs, whereas with
[4Fe–4S]1� clusters, a similar orientation was predicted to occur only
in the case of a symmetric structure in which the ferrous sites C and
D are practically equivalent. These predictions were largely confirmed
by the results of single-crystal EPR studies carried out on model com-
pounds (115, 116) and by an ENDOR study on the [4Fe–4S]3� center
in Ectothiorhodospira halophila HIPIP (117).

The above-mentioned set of Ki values are deduced from analyses
based on the hyperfine constants of mononuclear FeS4 centers. How-
ever, we have already stressed that local parameter values are not
necessarily transferable from one type of iron–sulfur center to an-
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other. An attempt to overcome this difficulty has been presented in a
study in which free ion constants and estimated covalency factors
were used to define ‘‘site values’’ for the isotropic components of the
hyperfine interactions in the various types of iron–sulfur clusters
(118). In the case of [4Fe–4S]1� clusters, the semiempirical Ki values
deduced from this study were generally found to be intermediate be-
tween those corresponding to (S12 � 3, S34 � ��) and (S12 � 2, S34 � ��),
but the aconitase cluster, where oxygen ligands are present at one
iron site, had coefficients intermediate between those corresponding
to (S12 � 4, S34 � ��) and (S12 � 3, S34 � ��) (118). In the case of [4Fe–
4S]3� clusters, the best description was found to be (S12 � 3, S34 � ��)
(118). These conclusions are consistent with the results of EPR and
ENDOR single-crystal experiments carried out on synthetic analog by
Lamotte and co-workers (118). All these findings show that S12 and
S34 are not always good quantum numbers and call for a refinement
of the standard model. A further complication may arise when the
complex pattern of intersite interactions brings excited states suffi-
ciently close to the ground state for its magnetic properties to be af-
fected. This situation is probably encountered in the case of very fast-
relaxing [4Fe–4S]1� centers exhibiting broad, anisotropic EPR spectra
extending beyond the range of g values predicted by Eq. (8), such as
center F�

X of photosystem I (PSI) with gx � 1.75, gy � 1.88, gz � 2.14
(119), and the S � �� [4Fe–54S]1� center of Pyrococcus furiosus ferre-
doxin with gx � 1.80, gy � 1.87, gz � 2.10 (120).

The heterogeneous character of the EPR spectra given by some
HIPIP is probably due to the heterogeneous location of the mixed-
valence pair in the [4Fe–4S]3� centers, which was established in de-
tailed NMR studies (121, 122). Since a heterogeneous location of the
mixed-valence pair was also observed in the case of the [4Fe–4S]1�

centers of Chromatium vinosum ferredoxin (123), the same phenome-
non may account for the complex EPR spectra displayed by these cen-
ters in some proteins (124–126).

Lastly, [4Fe–4S]1� centers display EPR spectra resulting from spin
states with S � �� in some proteins. This was first observed in the case
of the selenium derivative of C. pasteurianum ferredoxin, in which
EPR features at geff � 4.5, 3.5, 2 and geff � 5.2 were observed in addi-
tion to the usual S � �� EPR signal, which were assigned to S � �� and
S � �� spin states, respectively (127). Likewise, the [4Fe–4S]1� center
of the Fe protein of the Azotobacter vinelandii nitrogenase was re-
ported to exist in a form exhibiting an S � �� ground state and in a
form giving an S � �� state characterized by strongly temperature-
dependent EPR features at geff � 5.9 and 4.7 (128). Since then, [4Fe–
4S]1� centers giving EPR signals arising from S � �� and even S � ��
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spin states have been identified in a variety of iron–sulfur proteins,
some of which show a noncysteinyl ligation to one iron atom, such
as Pyrococcus furiousus ferredoxin (120) and E. coli dihydroxy-acid
dehydratase (129).

In the light of the growing body of data showing that the electronic
structure of [4Fe–4S]1� centers may depart significantly from that de-
scribed by the standard model, [4Fe–4S]2� centers having nondiamag-
netic ground states will predictably be discovered in the near future.
In this context, it is worth noting that an all-ferrous [4Fe–4S]0 form
with an S � 4 ground state displaying an EPR feature at geff � 16
has been observed in the Fe protein of nitrogenase (130).

2. Relaxation Properties

Owing to their markedly ‘‘ferrous’’ character, [4Fe–4S]1� clusters
are likely to be more strongly coupled to their environment than
[4Fe–4S]3� clusters. However, as observed in the case of [3Fe–4S]1�

clusters, one of the main factors determining the spin–lattice relax-
ation rate of these S � �� states is the energy of the closest excited
states. This energy, which depends on many intersite interactions,
can vary considerably from one protein to another, and various pat-
terns of relaxation behavior can therefore be observed. The tempera-
ture dependence of the spin–lattice relaxation rate of the [4Fe–4S]1�

center of Bacillus stearothermophilus ferredoxin was studied in the
1.2 to 40 K range and was interpreted in terms of the same relaxation
processes as in the case of the [2Fe–2S]1� center of S. maxima ferre-
doxin (131). In particular, the relaxation broadening was attributed
to an Orbach process involving an excited state of energy 
 � 110
cm�1 (131). In a study on the relaxation broadening of other proteins
containing [4Fe–4S]1� centers, 
 values in the 110–300 cm�1 range
were obtained (132), which significantly overlap those observed for
[2Fe–2S]1� centers. In contrast, the relaxation broadening of center
F�

X of PSI, which begins at 10 K, was attributed to the presence of a
very close excited level of energy 
 � 50 cm�1 (58).

The spin–lattice relaxation rate of Chromatium vinosum HIPIP
was measured between 5 and 50 K (103). In comparison with the
[4Fe–4S]1� cluster of B. stearothermophilus ferredoxin, the relaxation
was found to be faster below 15 K and slower above this temperature.

E. CONCLUDING REMARKS: IDENTIFYING THE CENTERS

The dream of any bioinorganic chemist working on biological sys-
tems is to have a sensitive, selective technique with which it is possi-
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ble to unambiguously identify the various types of metal centers. In
the case of iron–sulfur centers, EPR spectroscopy can play this role
to a large extent, although complementary techniques are sometimes
needed. In what follows, the various types of iron–sulfur clusters are
examined from this standpoint.

1. Mononuclear FeS4 Centers

As we saw in Section II,A, the E/D ratio that determines the main
features of the spectrum given by oxidized FeS4 centers differs in the
case of rubredoxin-like and desulforedoxin-like proteins because the
four cysteines ligating the center are differently arranged in these
two classes of proteins. Conversely, ferric centers having different
patterns of coordination can have the same E/D ratio and conse-
quently give very similar EPR spectra. It has been previously pointed
out that the EPR spectrum exhibited by the iron center of protoca-
techuate 3,4-dioxygenase is very similar to that of rubredoxin (16).
Moreover, the EPR spectrum of rubredoxin was not significantly af-
fected when a cysteine ligand was replaced by a serine (133). These
findings simply reflect the fact that the E/D ratio is close to the maxi-
mum rhombicity value in all these centers. At the other extremity of
the E/D scale, an identical E/D ratio equal to 0.08 has been obtained
for desulfoferrodoxin and a pentagonal bipyramidally coordinated fer-
ric complex, which gave rise to a misinterpretation (20). These few
examples show that any EPR study of these centers should be com-
pleted by at least a UV-visible absorption spectrum.

2. [3Fe–4S] 1�,0 Centers

In retrospect, it may seem surprising that the EPR signature of
[3Fe–4S]1� centers was authenticated as late as 1980. Actually, this
spectrum centered at g � 2.01, which was detected in the oxidized
form, had long been assigned to a radical or to a [4Fe–4S]1� center.
Moreover, owing to the substoichiometric amounts present in several
systems, these centers were initially taken to be artifacts produced by
oxidative degradation, which delayed closer investigations on these
centers. Since 1980, the weak anisotropy of their EPR signal has
greatly facilited the detection of these centers in membrane-bound
complexes of the respiratory chains and in a number of metalloen-
zymes, including in vivo systems, which confirms that they play a
functional role (134). The typical shape of the spectrum and the redox
state at which it is observed now provide reliable fingerprints for
identifying [3Fe–4S]1�,0 centers.
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3. [4Fe–4S] 3�,2� Centers

Like [3Fe–4S] centers, these centers display an EPR spectrum cen-
tered at g � 2 in the oxidized form. However, the g values and the
spectral shapes differ sufficiently between the two types of centers to
preclude any confusion between them (Fig. 6). Both types of centers
are characterized by fast relaxation properties, although this can vary
from one protein to another.

4. [2Fe–2S] 2�,1� and [4Fe–4S] 2�,1� Centers

Discriminating between these two types of centers, which have
mostly been identified in biological systems, often presents EPR spec-
troscopists with a serious challenge. The great majority of properly
identified [2Fe–2S]1� centers of proteins give EPR spectra character-
ized by gav � 1.96 or 1.91, with g values around those given in Figs. 1
and 2. In particular, the largest g value rarely exceeds 2.05, which is
not true in the case of [4Fe–4S]1� centers. However, some dinuclear
centers, such as center 2 of xanthine oxidase and that of D. gigas
aldehyde oxidoreductase, can exhibit anomalous g values, probably
due to low-lying excited levels (see Section II,B). The g values alone
do not therefore always suffice to discriminate between these two
types of iron–sulfur centers. Owing to their ‘‘ferrous’’ character and
to the possibility that low-lying excited levels may be present, [4Fe–
4S]1� clusters often exhibit fast relaxation rates. It can be seen from
several examples, however, that this relaxation is not always much
faster than that of [2Fe–2S]1� centers. In the 1.2 to 40 K range, the
relaxation rate of the [4Fe–4S]1� center of B. stearothermophilus fer-
redoxin is faster than that of the [2Fe–2S]1� center of S. maxima fer-
redoxin, but the difference amounts to only a factor of 3 between 5
and 12 K (131). Likewise, the relaxation rate of the [4Fe–4S]1� center
of the superreduced HIPIP from C. vinosum is equal to that of the
[2Fe–2S]1� center of S. maxima ferredoxin between 50 and 100 K, and
the relaxation rate of the [4Fe–4S]1� center of D. gigas ferredoxin I is
practically equal to that of the [2Fe–2S]1� center of Halobacterium
halobium ferredoxin between 50 and 80 K (67, 132). Conversely, as
mentioned in Section II,B, the [2Fe–2S]1� center 2 of xanthine oxidase
is characterized by very fast relaxation rates. These few examples
show that attempts to identify iron–sulfur centers based on the sole
relaxation characteristics can give unreliable results. This is espe-
cially true in the case of multicenter systems in which spin–spin in-
teractions can accelerate the relaxation of interacting centers. Lastly,
it should be noted that the half-saturation power at a given tempera-
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ture and the temperature at which the EPR spectrum disappears due
to relaxation broadening are only semiquantitative indicators that
cannot be substituted for a T1 measurement. In practice, recording a
UV-visible absorption spectrum can often help to discriminate be-
tween the two types of centers.

III. Application of EPR to the Structural Study of Iron–Sulfur Proteins

The structural relationships between an iron–sulfur center and its
coordinating polypeptide can be approached from two points of view:
On the one hand, the center binds to three or four residues spaced
out in the primary sequence, thus contributing to the protein folding
and stability. On the other hand, the polypeptide chain keeps the
iron–sulfur centers and other prosthetic groups in an appropriate ar-
rangement to ensure that the protein remains functional. To obtain
further insights into these two aspects, two complementary strategies
have been developed. The first one, which has been widely used over
the past few years, has yielded some useful information about the
folding of the protein. This strategy consists in mutating some resi-
dues that are expected to ligate the center and in monitoring the con-
comitant changes in its electronic structure by EPR. The aim of the
second approach is to determine the relative arrangement of the pros-
thetic groups in multicenter proteins, based on the quantitative anal-
ysis of intercenter spin–spin interactions. This strategy constitutes a
useful alternative to X-ray crystallography and structural NMR, espe-
cially in the case of high molecular weight complexes (135).

Despite its weakness, the anisotropy of the g tensor of iron–sulfur
centers can be used to determine the orientation of these centers or
that of the accommodating polypeptide in relation to a more complex
system such as a membrane-bound complex. For this purpose, the
EPR study has to be carried out on either partially or fully oriented
systems (oriented membranes or monocrystals, respectively). Lastly,
the sensitivity of the EPR spectra of iron–sulfur centers to structural
changes can be utilized to monitor the conformational changes in-
duced in the protein by different factors, such as the pH and the ionic
strength of the solvent or the binding of substrates and inhibitors. We
return to the latter point in Section IV.

A. SITE-DIRECTED MUTAGENESIS MONITORED BY EPR

A general picture of the coordination of the various types of iron–
sulfur centers was first outlined on the basis of the three-dimensional
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structure of small proteins such as ferredoxins (136). Consensus Cys
motifs of this kind have been widely used to predict the presence of
iron–sulfur centers in complex enzymatic systems on the basis of
their primary structure, which has generally been deduced from the
nucleotide sequencing of the structural genes (137, 138). The concept
of consensus motif became somewhat looser after the discovery of new
coordinating Cys arrangements (139) and the possible existence of
noncysteinyl ligands (140). Under these conditions, SDM experiments
monitored by EPR have proved to be a valuable means of assessing
the coordination scheme of iron–sulfur centers in various proteins.
However, attempts at selectively removing a center by substituting a
noncoordinating residue (Ala or Gly) for Cys have often led to the loss
of all the metal cofactors and to protein denaturation (141). Milder
modifications have therefore been devised that require either altering
the center environment or directly exchanging a ligand, or even con-
verting the center into another one. Despite these precautions, only a
few studies have yielded proteins that were stable enough to be stud-
ied by EPR. In the case of multicenter proteins, these techniques are
useful only on condition that the various centers can be distinguished
spectroscopically and that the properties of the unmodified centers
are not too markedly affected by the mutations.

1. [2Fe–2S] Centers

Among the numerous SDM studies carried out on [2Fe–2S]-
containing proteins, those based on Cys-to-Ser substitutions have
yielded the most interesting results. As mentioned in Section II,B,
the variations in the g tensors of [2Fe–2S]1� centers essentially
reflect the variations in the rhombic distortion at the ferrous site.
The weak sensitivity of the ferric g tensor to structural changes
has been confirmed by spectroscopic data published on the [2Fe–2S]
centers of human and mouse ferrochelatases. A combination of site-
directed mutagenesis, resonance Raman, and MCD experiments car-
ried out on the human enzyme have suggested that the center is
ligated by three cysteine residues and one oxygenic ligand (142).
The MCD study furthermore provided evidence that the oxygenic
ligand could be bound at the nonreducible Fe(III) site (142). This
assignment is consistent with the results of a Mössbauer study on
the dithionite-reduced ferrochelatase of mouse liver, which showed
that the electronic structure of the Fe(II) site is well described by
the ligand field model applicable to [2Fe–2S] centers with pure
cysteinyl coordination (69). Despite the probable presence of an
oxygenic ligand at the Fe(III) site, the g values of this [2Fe–2S]1�
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center, which are equal to 1.912, 1.936, 2.002, are similar to those
observed in the gav � 1.96 class (Fig. 1).

The example of ferrochelatase shows that the EPR spectra of [2Fe–
2S]1� centers of proteins are probably only weakly affected by the sub-
stitution of a serine for a cysteine ligating the nonreducible site.
When the substitution takes place at the reducible site, however, the
loss of symmetry is likely to shift the g values significantly. In this
analysis, it is implicitly assumed that the serinate coordination is ef-
fective and that the magnetic properties of the unmodified site are
not affected by the mutation. Although the latter assumption is only
a working hypothesis, evidence supporting the former one can be pro-
vided by the occurrence of a blue shift in the UV-visible absorption
bands and a significant negative shift of the redox potential that oc-
curs when the modified site is the reducible one, as in the case of
model compounds (143, 144) and that of the C42S mutant of ru-
bredoxin (133). Despite the similarities existing between cysteine and
serine residues, Cys-to-Ser substitutions made it possible to assemble
[2Fe–2S] centers (141) and to study them using EPR techniques in
only a limited number of cases. In what follows, the results obtained
with the Frd B subunit of E. coli fumarate reductase, the [2Fe–2S]
human ferredoxin and the ferredoxins from C. pasteurianum and An-
abaena 7120 will be analyzed. The cysteine residues involved in these
studies are given in Fig. 9, and the apparent g values measured on

FIG. 9. Cysteine residues involved in the Cys-to-Ser substitutions carried out on
[2Fe–2S] proteins. The reducible site of the center was identified by NMR in the case
of Anabaena ferredoxin (42).
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FIG. 10. Comparison between the g values of Cys-to-Ser mutants and wild-type
[2Fe–2S] proteins, in cases where the substitution takes place at (A) the reducible site
and (B) the nonreducible site. The following symbols indicate the various proteins: �,
Anabaena 7120 vegetative ferredoxin; �, human ferredoxin; 
, Frd B subunit in E. coli
fumarate reductase; , Clostridium pasteurianum ferredoxin. Filled and empty sym-
bols indicate the wild-type and mutant proteins, respectively.

the EPR spectra of the wild-type and mutant proteins are plotted in
Fig. 10.

The first protein in which the cysteine residues expected to coordi-
nate a [2Fe–2S] center were systematically replaced by Ser was the
Frd B subunit of E. coli fumarate reductase (145). The N-terminal
part of the sequence contains a very similar cysteine motif to that
coordinating the [2Fe–2S] centers of plant-type ferredoxins such as
that of Anabaena (Fig. 9). In these ferredoxins, NMR studies have
established that the reducible site is coordinated by Cys41 and Cys46
(41, 42). When the four Cys of Frd B were individually changed to
Ser, a considerable decrease in the redox potential of 100 and 240 mV
was observed in the case of the C57S and C62S mutants, while mod-
erate changes of �30 and �30 mV occurred in the case of the C65S
and C77S variants, respectively (145). These results strongly suggest
that the reducible iron site is coordinated by the first two cysteines in
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the motif, as observed in the case of plant-type ferredoxins. The EPR
data are fully consistent with this assignment, since the spectra of
the C65S and C77S mutants were found to be practically identical to
that given by the wild-type protein, while those of the C57S and C62S
mutants are markedly different (145). Actually, several findings sug-
gest that Cys65 might not be directly involved as a ligand (140). The
[2Fe–2S] ferredoxin from C. pasteurianum contains five cysteine resi-
dues in positions 11, 14, 24, 56, and 60, an arrangement that differs
from all the Cys motifs known to coordinate [2Fe–2S] centers (Fig. 9).
Among the numerous site-directed mutations that were carried out on
this protein, the individual Cys-to-Ser replacement of the five cysteine
residues gave [2Fe–2S] centers that could be characterized spectro-
scopically (146). The spectroscopic and potentiometric properties of
the C14S and C24S mutants were found to be identical to those of the
wild-type protein, which was attributed to the exchange of a ligand
(147), whereas the UV-visible absorption spectra of the three other
mutants exhibited the blue shift characteristic of an effective serinate
coordination (146). In the case of the C56S and C60S mutants, this
coordination was borne out by detailed resonance Raman and MCD
studies (146, 148). Besides, the fact that the redox potentials of these
two mutants were found to be 100 mV negatively shifted compared to
the wild-type protein suggested that the serinate coordination oc-
curred at the reducible iron site (149). In agreement with this assign-
ment, the EPR spectra of the C56S and C60S mutants were found to
differ conspicuously from that of the wild-type protein, while that of
the C11S mutant remained practically unchanged (146).

The [2Fe–2S] center of human ferredoxin, the human equivalent of
bovine adrenodoxin, is coordinated by cysteines 46, 52, 55, and 92
(150). In order to prevent ligand exchange from occuring, the fifth
cysteine, Cys 95, was systematically replaced by an alanine in the
four serine mutants (151). The blue shift of the UV-visible absorption
bands typical of a serinate coordination was clearly observed only in
the case of the C52S and C92S mutants. The EPR spectra of the C55S
and C92S mutants were found to be identical to that of the wild-type
protein, while the spectra of the C46S and C52S mutants were mark-
edly different. In particular, the spectrum of the C46S variant shown
in Fig. 3 of Ref. (151) was more anisotropic and much broader than
that of the wild-type protein, a finding that was initially overlooked
by the authors of that study (151). The EPR data are therefore fully
consistent with the reducible iron site being ligated by Cys46 and
Cys52. This assignment was confirmed by recent MCD data indicat-
ing that the charge transfer bands involving the ferric site of the di-
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thionite-reduced C55S variant are strongly affected by the mutation
(142).

Let us now look at the case of Anabaena 7120 vegetative ferredoxin.
Among the four cysteines present in this plant-type ferredoxin, Cys41
and Cys46 have been shown to coordinate the reducible site (42) (Fig.
9). When the four cysteine residues were individually replaced by a
serine, a blue shift was clearly observed in the UV-visible absorption
spectrum of the C41S and C49S variants (152). The 422- and 466-nm
bands shifted in opposite directions in the case of the C46S variant,
whereas they collapsed at 440 nm in the case of the C79S variant
(152). Changing Cys to Ser at position 46 did not affect the redox
potential of the [2Fe–2S] center (153). This result was unexpected,
since the authors had previously concluded on the basis of NMR data
that this residue ligates the reducible site in the C46S mutant (152).
The EPR spectra of the C46S and C41S mutants were found to differ
significantly from that of the wild-type protein, with a complex shape
indicative of some heterogeneity. This has been ascribed to compo-
nents arising from two species differing in the location of the excess
electron (153). Substituting Ser for a Cys coordinating the reducible
site of the [2Fe–2S] center therefore gives rise to some complex and
unpredictable effects in the case of Anabaena ferredoxin. A similar
phenomenon was observed when the mutations were directed toward
the nonreducible site: Upon mutation of Cys49, a positive shift of the
redox potential equal to �55 mV was observed (153). Besides, the
EPR spectra of the C49S and C79S mutants were found to differ
strongly from that of the wild-type protein, suggesting that the mag-
netic properties of the reducible site were altered by the mutation in
both cases. No large structural change could be detected, however, in
the X-ray crystal structure of the C49S mutant, apart from the
shorter Fe–O bond distance of 2.0 Å as compared with the Fe–S bond
of 2.3 Å measured in the wild-type protein (153).

The case of Anabaena ferredoxin provides a good example of the
difficulties liable to be encountered when interpreting the results of
site-directed mutagenesis experiments. Why is the behavior of this
particular protein so complex? Although a definite answer would re-
quire more detailed studies, it is worth noting that the EPR spectra
given by plant-type ferredoxins are characterized by relatively broad
lines, reflecting a significant degree of structural flexibility at the fer-
rous site (44). It can be speculated that this flexibility, which is possi-
bly due to the high degree of solvent exposure of this site (154), may
be responsible for the wide range of potentiometric and spectroscopic
properties exhibited by the Cys-to-Ser mutants.
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Detailed MCD experiments carried out on the dithionite-reduced
forms of the C56S and C60S mutants of C. pasteurianum ferredoxin
have shown that a large fraction of the [2Fe–2S]1� centers have an
S � 9/2 ground state (148). These centers exhibit temperature-depen-
dent features at geff � 10.1, 9.25, 6.00, and 3.00, corresponding to
E/D � 0.16 with D � �1.1 cm�1 (148). According to the model pre-
sented in Section II,B, [2Fe–2S]1� centers with S � 9/2 are liable to
have delocalized valences (Fig. 5). This was confirmed by a Mössbauer
study on the C56S mutant, which also showed that the valences are
trapped in those centers having S � 1/2 (155). Elucidating the molec-
ular mechanism whereby the electronic structure of these centers is
switched in the protein from a fully localized S � 1/2 state to a fully
delocalized S � 9/2 state constitutes a most exciting challenge for
theoreticians.

2. [4Fe–4S] and [3Fe–4S] Centers

a. Naturally Occurring Coordination Schemes The three-dimen-
sional structure of ferredoxins has shown that the structures and co-
ordinating motifs of [4Fe–4S] and [3Fe–4S] centers are closely related
(72, 73). Indeed, although the CX2CX2CX3C arrangement has long
been thought to be the typical binding motif of [4Fe–4S] centers (136),
it can also bind [3Fe–4S] centers either when the second Cys is ab-
sent, as observed in the case of 7Fe ferredoxins (156), or when it is
present and oriented in such a way that the ligation of a fourth iron
atom is not possible, as observed in Azotobacter vinelandii ferredoxin
I (72, 157). Conversely, the coordination of [4Fe–4S] centers may mo-
bilize only three cysteine residues. In Desulfovibrio africanus ferre-
doxin III (158), Desulfovibrio vulgaris Miyazaki ferredoxin I (159),
and Pyrococcus furiosus ferredoxin (120), the second Cys of the con-
sensus motif is replaced by Asp, and a [3Fe–4S]1� center is present in
the as-prepared form. After incubation with Fe2� salts under reducing
conditions, these centers were found to have been converted into
[4Fe–4S]1� centers displaying unusual EPR properties: in the case of
D. africanus and D. vulgaris Miyazaki ferredoxins, a resonance at
geff � 5 arising from an S � �� ground state was observed (158, 159),
whereas a mixture of signals arising from S � �� and S � �� states was
observed in the case of P. furiosus ferredoxin (94). As mentioned in
Section II,D, the minor S � �� species of P. furiosus ferredoxin exhib-
ited a broad anisotropic spectrum and fast relaxation properties, sug-
gesting the presence of low-lying excited levels. In this ferredoxin, the
direct binding of Asp to the [4Fe–4S]1� center was assessed in a de-
tailed NMR study (160). The peculiar magnetic properties of these
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centers are apparently due to the noncysteinyl ligation of one iron
atom, since a [4Fe–4S]1� center with an S � �� ground state and usual
EPR characteristics was recovered upon substituting Cys for Asp in
D. africanus ferredoxin III (161). However, the presence of a noncys-
teinyl coordination does not necessarily show up in the EPR spec-
trum, as shown by the case of active aconitase, which exhibits a ferre-
doxin-type spectrum despite the presence of an oxygenic ligand (162,
163).

Another example of noncysteinyl coordination of a [4Fe–4S] center
was provided by the resolution of the X-ray structure of D. gigas hy-
drogenase, which revealed that one iron atom of the distal [4Fe–4S]
center was ligated by the N� atom of a histidine residue (164). Unfor-
tunately, the EPR signature of this center could not be determined
because of intercenter spin–spin interactions with other iron–sulfur
centers (95).

The above analysis shows that the presence of a [4Fe–4S] or
[3Fe–4S] center cannot be inferred from the sole examination of the
cysteine arrangement and that spectroscopic investigations are
needed to obtain more reliable information.

b. Results of Site-Directed Mutagenesis Experiments The cysteine
residues coordinating [4Fe–4S] and [3Fe–4S] centers are apparently
less amenable to genetic manipulations than those of [2Fe–2S] cen-
ters. Even in the case of small proteins such as clostridial 2 �
[4Fe–4S] ferredoxins, replacing the coordinating Cys by other resi-
dues did not result in stable proteins (141). Those mutations of the
polypeptide chain that made it possible to assemble the iron–sulfur
centers were accompanied only by weak variations in their redox and
spectroscopic properties (165–167), and comparing the EPR signals of
the centers was difficult because of intercenter spin–spin interac-
tions. In Azotobacter vinelandii ferredoxin I, replacing Cys 20, the
fourth coordinating Cys of the [4Fe–4S] center, by Ala or Ser led to a
rearrangement of the protein structure and to the binding of Cys 24
to the center (168, 169). The EPR characterization of this center was
precluded by the large negative shift of the redox potential of about
100 mV (170).

Similar difficulties have been encountered in the case of complex
enzymes such as fumarate reductase and nitrate reductase from E.
coli, in which substituting certain Cys ligands led to the loss of sev-
eral if not all the iron–sulfur centers (171, 172). However, in the case
of nitrate reductase, which possesses one [3Fe–4S] and three
[4Fe–4S] centers, it was possible to remove selectively one [4Fe–4S]
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center without significantly altering the properties of the other cen-
ters: Mutations C16A,S, C19A,S, and C263A led to the disappearance
of the highest potential center, whereas the C26A substitution was
found to abolish the lowest potential one (173, 174). These results,
which have made it possible to elucidate the coordination scheme of
the four iron–sulfur centers of the enzyme, demonstrate that the
binding properties of the various Cys motifs of a protein can be very
differently affected by Cys-to-Ala and Cys-to-Ser substitutions.

Contrary to what was achieved with the Cys ligands of [2Fe–2S]
centers, it has rarely been possible to replace those of [4Fe–4S] and
[3Fe–4S] centers by Ser. Upon substituting the Cys565 and Cys556
coordinating center FX of PSI, a mixture of [3Fe–4S] centers and
[4Fe–4S] centers with serinate coordination was observed (175, 176).
This coordination gave rise to a substantial decrease in the g tensor
anisotropy, from g values of 1.75, 1.85, 2.14 to 1.811, 1.941, 2.015,
and to a concomitant decrease in the relaxation rate, which suggested
that the excited-state energies had increased (see Section II,D). In E.
coli fumarate reductase, systematically substituting Ser for the Cys
expected to coordinate the [4Fe–4S] and [3Fe–4S] centers led to the
loss of both centers, except in the case of the C148S and C151S mu-
tants in which the [4Fe–4S] center could be assembled with a se-
rinate coordination (171). The redox potential decreased by 60–70
mV, and the ground state was found to be S � �� and S � �� in the
C148S and C151S reduced mutants, respectively. The individual
EPR characteristics of this center could not be determined owing to
the spin–spin interactions with the neighboring [2Fe–2S]1� and
[3Fe–4S]0 centers. The same problem was encountered in E. coli ni-
trate reductase, in which the serinate coordination of a low potential
[4Fe–4S] center could not be assessed by EPR in the C184S mutant.
Although the spectroscopic and redox properties of this variant were
found to be similar to those of the wild-type protein, a significant de-
crease in the enzymatic activity was observed (172). The coordination
of a [4Fe–4S] cluster by oxygen was clearly established, however, by
NMR in the case of the C77S variant of Chromatium vinosum HIPIP
(177, 178). This mutation was found to induce a slight decrease of
25 mV in the redox potential and a partial reorganization of the iron
valences in the oxidized [4Fe–4S]3� cluster, since the iron ion bound
to residue 77 changed from the mixed-valence state in the wild-type
protein to the ferric state in the mutant. Unfortunately, no EPR ex-
periments were performed on this mutated protein.

Actually, one of the most fruitful SDM approaches consists in inter-
converting [3Fe–4S] and [4Fe–4S] centers by modifying the residue
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TABLE I

INTERCONVERSIONS BETWEEN [3Fe–4S] AND [4Fe–4S] CLUSTERS INDUCED BY

SITE-DIRECTED MUTAGENESIS

3Fe � 4Fe
Enzyme Mutation Conversion 
E (mV)a Refs.

E. coli fumarate FrdB: V207C � �420 181
reductase

D. africanus FdIII D14C � ��300 161
D. fructosovorans P238C � �315 182

Ni–Fe hydrogenase
E. coli nitrate reduc- NarH: W220C � 172

tase A

4Fe � 3Fe
Conversion

E. coli DMSO DmsB: C102(W,S,T,F) � �270 to �310 179, 183
reductase

Synechococcus elonga- Unbound PsaC: C14(D,A,S) � �400 to �500 185
tus photosystem I C51(D,A,S) � �400 to �500 186

C21D � nd 186
C58D � nd 186

Synechocystis 6803 PsaB: C565S � nd 175
photosystem I C556S � nd 176

C. thermoaceticum AcsC: C20A � �490 184
corrinoid iron–
sulfur protein

E. coli nitrate reduc- NarH: C247D � �500 b

tase A C187D � b

C19(A,S) � 173

a Difference between the midpoint potential of the cluster generated by the mutation and that
of the native cluster.

b E. Valay, B. Guigliarelli, M. Asso, P. Bertrand, F. Blasco, unpublished results, 1998.

located at the position of the second Cys in the consensus motif, when
this motif is present. This transformation, which preserves the struc-
tural role of the cluster, can be easily detected since the two kinds of
centers are EPR-active in different redox forms and display very dif-
ferent spectra. Besides, it gives rise to a large change in the redox
potential of several hundred millivolts (Table I), which makes it possi-
ble to study the functional role of the modified center (179, 180).

The conversion of a [3Fe–4S] into a [4Fe–4S] center was achieved
by restoring the second residue of the consensus motif in E. coli fu-
marate reductase (181) and in D. africanus ferredoxin III (161). How-
ever, the coordination scheme of the iron–sulfur centers of A. vinelan-
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dii ferredoxin I suggests that restoring the second Cys of the
consensus motif does not always suffice to ensure the coordination of
a [4Fe–4S] center, as occurred in the case of the W220C mutant of E.
coli nitrate reductase (164). A [3Fe–4S] into [4Fe–4S] conversion has
been assessed by a combined EPR and X-ray crystal study on a vari-
ant of the Ni–Fe hydrogenase from Desulfovibrio fructosovorans in
which the Pro238 oriented toward the [3Fe–4S] center was replaced
by Cys (182).

In some proteins, the opposite [4Fe–4S] into [3Fe–4S] conversion
was achieved by replacing the second Cys of a ferredoxin-type motif
by other residues able (Ser, Asp, Tyr) or not (Ala, Trp, Phe) to coordi-
nate an iron atom. In the case of E. coli DMSO reductase, the conver-
sion was complete whatever residue was substituted (183) (Table I).
The same conversion has been observed upon substituting Ala for the
second Cys of the Cys motif liable to bind the [4Fe–4S] center of the
Clostridium thermoaceticum corrinoid iron–sulfur protein (184). By
contrast, in the case of the PsaC polypeptide accommodating the
[4Fe–4S] centers FA and FB , a conversion was observed only after
PsaC had been removed from PSI, and only with some substitutive
residues (185, 186). Replacing Cys14 and Cys51 by Asp therefore led
to conversion of FB and FA , respectively, into [3Fe–4S] centers,
whereas replacing them by Ala or Ser led to a mixture of [3Fe–4S]
centers and [4Fe–4S] centers having an S � �� ground state in the
reduced form (186). The redox potentials of the [3Fe–4S] centers were
found to be positively shifted by up to 500 mV in comparison with the
native [4Fe–4S] centers, while the redox and spectroscopic character-
istics of the unmodified center remained practically unchanged. The
formation of [3Fe–4S] centers was also observed when the fourth Cys
of the motifs (Cys21 and Cys58) were replaced by Asp (Table I). The
double mutation C14D/C51D failed to produce a pair of [3Fe–4S] cen-
ters, and a mixture of [3Fe–4S] and [4Fe–4S] centers having an S �
�� ground state was observed instead (186). When the mutated PsaC
polypeptides were inserted into the PSI complex, the modified centers
were found to be converted back into [4Fe–4S] centers displaying
S � �� signals (180, 187–189). In those mutants in which Cys14 had
been modified, center F�

B exhibited an EPR spectrum with g values of
1.852, 1.899, 2.115 that did not depend on the substituted residue,
and this was observed even with noncoordinating amino acids. This
spectrum was ascribed to centers in which the fourth coordination
was brought about by exogeneous thiolates present in the medium
used to reconstitute the iron–sulfur centers (180). This finding shows
that the results of SDM studies in which the reconstitution of iron–
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sulfur centers has been carried out in vitro should be handled with
caution.

Although the second Cys of the three groups of cysteine residues
expected to coordinate the [4Fe–4S] centers of E. coli nitrate reduc-
tase were systematically mutated to induce their conversion into
[3Fe–4S] centers, this conversion was achieved only in the case of the
C247D mutation affecting the lowest potential [4Fe–4S] center (E.
Valay, B. Guigliarelli, M. Asso, P. Bertrand, and F. Blasco, unpub-
lished results, 1998). This result, which confirms the proposed coordi-
nation scheme (174), shows once again that the coordination capacity
of the various Cys motifs of a protein can be differently affected by
amino acid substitutions.

The large body of data already provided by SDM experiments shows
that the stability, structure, and magnetic properties of the centers
generated by substituting the Cys residues coordinating [4Fe–4S] and
[3Fe–4S] are hardly predictable. The only ligand substitution that
has been achieved so far is the sulfur-to-oxygen one. This substitution
does not necessarily show up in the EPR spectrum, since it can give
S � �� as well as S � �� spin states in the [4Fe–4S]1� form. Spin quanti-
tation and complementary spectroscopic studies are therefore often
needed to confirm the existence of a substitution and to rule out the
occurrence of artifacts resulting from the reorganization of the protein
or the binding of adventitious ligands.

B. DETERMINING THE RELATIVE ARRANGEMENT OF CENTERS COUPLED BY

SPIN–SPIN INTERACTIONS

1. Background

Prosthetic groups separated by about 10 to 20 Å commonly occur in
biological electron transfer systems and in a great variety of redox
enzymes. At these distances, significant dipolar and exchange in-
tercenter interactions can take place when the redox state of the sys-
tem is such that two neighboring centers are simultaneously para-
magnetic. These spin–spin interactions give rise to a splitting �B of
the resonance lines of a given center if the spin–lattice relaxation
time T1 of the other center is larger than �/g��B (190). When this
condition is met, the effects of the spin–spin interactions show up in
the spectrum in the form of either a broadening or a resolved split-
ting, depending upon the linewidth. Owing to the anisotropy of the
interactions, a complex spectrum is then observed, the shape of which
is determined by these interactions and by the microwave frequency
value.
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TABLE II

IRON–SULFUR PROTEINS SHOWING STATIC EFFECTS OF SPIN–SPIN INTERACTIONS ON

THE EPR SPECTRUM

Quantitative
Interacting centers Proteins study Refs.

[2Fe–2S]1�, Mo(V) Milk xanthine oxidase * 192
D. gigas aldehyde oxidoreductase 202

2 � [2Fe–2S]1� D. gigas aldehyde oxidoreductase 202
P. diminuta isoquinoline 1-oxidoreductase 308

[4Fe–4S]1�, FMN
 M. methylotrophus trimethylamine dehy- * 210
drogenase

[4Fe–4S]1�, Ni center D. gigas Ni–Fe hydrogenase * 112
[4Fe–4S]1�, TPP
 H. halobium pyruvate : ferredoxin oxidore- 300

ductase
[4Fe–4S]1�, UQ
 Bovine heart complex I 301
[4Fe–4S]1�, [3Fe–4S]0 E. coli fumarate reductase 302

7Fe ferredoxins 93, 102
2 � [4Fe–4S]1� Clostridial ferredoxins * 135

D. africanus pyruvate : ferredoxin oxidore- * 135
ductase

Photosystem I * 119
2 � [4Fe–4S]1� C. vinosum HiPIP * 108

The first evidence for intercenter spin–spin interactions in biologi-
cal systems came from the xanthine oxidase enzyme, in which a dis-
tinct splitting of the Mo(V) center spectrum and a broadening of a
[2Fe–2S] center spectrum were observed when both centers were
paramagnetic (191). Since then, interaction spectra involving iron–
sulfur centers have been observed in many systems (Table II). Since
the shape of these spectra depends on the relative arrangement of
the interacting centers, the quantitative interpretation of intercenter
spin–spin interactions based on the numerical simulation of spectra
recorded at several microwave frequencies provides a useful method
of obtaining structural information. This method has been generally
used in the framework of a simplified description of the magnetic di-
polar interactions, where each interacting center is represented by
one magnetic moment. Although this so-called point dipole approxi-
mation is reasonably valid in the case of mononuclear centers in
which the spin density is mainly localized on the metal ions, it may
be more questionable in the case of organic radicals in which the spin
density is often widely delocalized over the paramagnetic center (89,
192). The situation is conceptually different when the system contains
polynuclear metal clusters, because in that case the magnetic mo-
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FIG. 11. Scheme of the two possible colinear arrangements in the case of a [2Fe–
2S]1� center interacting magnetically with a mononuclear center M. The iron-to-iron
distance was taken equal to 2.7 Å and the center-to-center distance was assumed to be
equal to 12 Å. The open arrows indicate the location of the equivalent magnetic moment
that can be used to describe the dipolar interactions between M and both the ferric and
ferrous sites of the [2Fe–2S]1� center.

ments �� i carried by all the metal sites in the system can interact
magnetically. Within a cluster, the local spins S� i are strongly coupled
by the internal antiferromagnetic and double exchange interactions,
so that the magnetic moments can be written �� i � ��Ki g̃i · S� i , where
S� is the total spin of the cluster and the Ki terms are the usual spin
projection coefficients. Because of the antiferromagnetic coupling,
some of these coefficients have opposite signs (Fig. 8). It follows that,
as far as the intercenter dipolar interactions are concerned, the set of
magnetic moments carried by a cluster cannot be replaced by a single
moment located within the cluster. In order to illustrate this impor-
tant point, consider a system comprising a [2Fe–2S]1� cluster and a
mononuclear center M in a colinear arrangement (Fig. 11). To further
simplify the problem, the g tensors of the three metal sites are as-
sumed to be equal. In this particular situation, the sum of the dipolar
terms describing the interactions between M and the two iron sites in
the cluster can be put in the form of a single dipolar term correspond-
ing to the interactions between M and an equivalent magnetic mo-
ment ��S � ��g̃ · S� located at the distance reff given by

r�3
eff � ��r�3

M1 � 	�r�3
M2 , (10)
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where rM1 and rM2 are the distances between M and the ferric and
ferrous site, respectively (192). The effective distance given by Eq. (10)
is generally very different from the center-to-center distance r (192).
For example, for r � 12 Å, �reff� is equal to 8.1 and 20 Å when M is on
the side of the ferric and ferrous site, respectively (Fig. 11). In the
latter case, reff is negative. Although the sign of reff is meaningless in
the case of purely dipolar interactions, it is important when the ex-
change and dipolar contributions of the spin–spin interactions are
both considered. According to Eq. (10), the effective distance becomes
infinite when the intercenter distance r is equal to 14.5 Å. In the
case of this particular arrangement, the two dipolar terms cancel out
exactly, giving rise to a ‘‘magic configuration.’’

This example shows that dipolar interactions can produce unex-
pected effects in systems containing polynuclear clusters, so that their
complete quantitative description requires a model in which the dipo-
lar interactions between all the paramagnetic sites of the system are
explicitly taken into account. Local spin models of this kind can pro-
vide a description of the relative arrangement of the interacting cen-
ters at atomic resolution and have been worked out for systems con-
taining [2Fe–2S]1� and [4Fe–4S]1� clusters (112, 192). In the latter
case, an additional complication arises due to the delocalized charac-
ter of the [Fe(III), Fe(II)] mixed-valence pair, so that the magnetic
moments carried by the two sites A and B of Fig. 8B must be written

��A � ��(c2
aK4 g̃A

4 � c2
bK3 g̃A

3) · S�

��B � ��(c2
aK3 g̃B

3 � c2
bK4 g̃B

4) · S� ,

where g̃A
3 , g̃B

3 and g̃A
4 , g̃B

4 are the ferric and ferrous g tensors defined in
Eq. (9). Systematic comparisons between the EPR spectra calculated
using the point dipole and local spin models have shown that the
point dipole model is often able to approximately simulate the spec-
tral shape given by the local spin treatment, provided an effective dis-
tance is used (112, 192). This is an important advantage from the
methodological point of view, because it means that some of the nu-
merous parameters involved in the numerical simulation of interac-
tion spectra can be evaluated by performing preliminary simulations
based on the simpler point dipole model.

Up to now, we have dealt only with the static effects of the spin–
spin interactions. These effects are no longer observed when the split-
ting �B of the resonance lines due to these interactions is much
smaller than the spectral linewidth or when the spin–lattice relax-
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ation time is much shorter than �/g��B. In the latter case, however,
a dynamic effect arising from both the dipolar and exchange contribu-
tions gives rise to a shortening of the relaxation times T1 and T2 of the
interacting species (190, 193). Since iron–sulfur centers are generally
characterized by short relaxation times, these dynamic effects often
give rise to the shortening of the relaxation times of nearby slowly
relaxing species. In principle, the quantitative study of these effects
should yield the same structural information as that given by the
static effects. However, the anisotropy of the g tensors and that of the
dipolar interactions give rise to powder distributions of T1 and T2 val-
ues that can spread over several orders of magnitude. In the case of
frozen solution spectra, quantitative studies on these distributions
are very difficult or even impossible, so that only an estimate of the
intercenter distance can be obtained (193, 194). The contribution to
the anisotropy for which the g tensor is responsible can be partly
eliminated by measuring the relaxation rates at the extreme turning
points of the spectrum, which often involves recording the spectrum
at high frequencies in the case of radicals (195). Examples of studies
carried out on systems containing iron–sulfur centers can be found in
Refs. (194, 196).

2. Application to Specific Systems

a. [2Fe–2S]1� Centers Interacting with a Mononuclear Center or a
Radical Since 1972, the interaction EPR spectra given by different
forms of xanthine oxidase have attracted the attention of several
groups (191, 197–199). This enzyme contains one molybdenum center,
one FAD, and two [2Fe–2S] clusters. As mentioned in Section II,B,
center 1 gives an EPR spectrum of the gav � 1.96 type, while the
spectrum of center 2 is characterized by several anomalous proper-
ties. In the so-called desulfo-inhibited form, the effects of the spin–
spin interactions between center 1 and the Mo(V) center can be
clearly observed in both spectra, and these effects disappear when the
center 1 signal broadens because of the shortening of its spin–lattice
relaxation time (200). Using the point dipole model and assuming
that the magnetic axes are colinear, an exchange parameter J � 1.1
� 10�3 cm�1 and an intercenter distance equal to 15 Å were deduced
from a numerical simulation of the X-band and Q-band spectra ob-
tained with the desulfo-inhibited form (199). In a more recent study,
the effective nature of the distance yielded by the point dipole approx-
imation was recognized, and numerical simulations of spectra re-
corded at S-band, X-band, and Q-band based on the local spin model
were carried out to obtain a detailed description of the relative ar-
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rangement of the centers, including the intercenter distance, which
was found to be equal to 19 Å (192). No other structural information
is currently available for xanthine oxidase, but the X-ray crystal
structure of the related enzyme aldehyde oxido-reductase (AOR) from
D. gigas has been solved at 2.25-Å resolution (201). This structure
displays a quasi-linear arrangement of the metal centers, giving dis-
tances between the Mo atom and the centers of the two [2Fe–2S]
clusters equal to 16 and 26 Å (201). Preliminary EPR experiments
have suggested that the [2Fe–2S] cluster interacting with the Mo(V)
center in AOR is not center 1, but center 2 (J. Caldeira, M. Asso, B.
Guigliarelli, C. More, I. Moura, J. Moura, and P. Bertrand, unpub-
lished results, 1998). Besides, the static effects of the spin–spin inter-
actions between center 1 and center 2 are clearly visible in the EPR
spectrum displayed by AOR (202), whereas only a weak dynamic ef-
fect is observed in the case of xanthine oxidase (198). All these find-
ings suggest that the pattern of spin–spin interactions differs be-
tween the two enzymes, despite the great similarity between the
amino acid sequences of the segments associated with the iron–sulfur
centers and the molybdopterin (203). A more detailed comparison
must await the quantitative study of the full pattern of spin–spin
interactions in AOR, based on the local spin model and the crystal
structure.

Although the spin–spin interactions between center 1 and the
molybdenum center of xanthine oxidase are dominated by the ex-
change contribution, the effects of the dipolar interactions can be
clearly observed in the Mo(V) EPR spectrum despite the large in-
tercenter distance of 19 Å. This is due to the very narrow lines given
by this center, as well as to its location on the side of the Fe(III) site,
which gives rise to a shorter effective distance equal to 16 Å (192).
Actually, if it had been located on the side of the Fe(II), the effective
distance would have been much larger or a magic configuration might
even have occured, leading to the disappearance of the dipolar effects.
One may wonder whether a situation of this kind has ever been ob-
served previously in a protein. This is apparently so in the case of
the phthalate dioxygenase reductase (PDR) enzyme of Pseudomonas
cepacia, in which a [2Fe–2S] cluster and an FMN group are separated
by a center-to-center distance of about 12 Å according to the X-ray
crystal structure (204), and where no effects of the spin–spin interac-
tions are observed in the EPR spectrum when both centers are para-
magnetic (205). In a study of this system based on the local spin
model, it has been established that the vanishing of the dipolar effects
in PDR is due both to the peculiar arrangement of the two prosthetic
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groups in the protein and to the location of the reducible site of the
[2Fe–2S]1� cluster on the side of the FMN group (206). The fact that
no effects of the exchange interactions were observed either is proba-
bly due to the presence of an unfavorable superexchange pathway
(135).

b. [4Fe–4S]1� Centers Interacting with a Mononuclear Center or a
Radical Although spin–spin interactions between the Ni center and
the iron–sulfur centers of Ni–Fe hydrogenases have been observed
for a long time in the active Ni–C form of the enzyme (207), they
have been studied quantitatively only since the mid-1990s. In the first
step, the point dipole model was used to demonstrate that the so-
called split Ni–C spectrum recorded at S-band, X-band, and Q-band
could be simulated by assuming that the Ni center interacts magneti-
cally with a single [4Fe–4S]1� cluster (194). The effective distance de-
duced from this study was found to be equal to 8.6 Å, which is a much
smaller value than the center-to-center distance of 12 Å obtained in
an X-ray crystal study carried out at 2.85-Å resolution on the inactive
form of the enzyme (164). In the second step, the spectral simulations
were improved by using a local spin description of the dipolar interac-
tions, providing a detailed picture of the relative arrangement of the
two centers (112). This arrangement was found to be very similar to
that given by the crystal structure, with the intercenter axis close to
a diagonal of the cubane structure and the center-to-center distance
equal to 11.7 Å (112). It was therefore established in this study that
activating the enzyme does not appreciably modify the respective
positions of the two centers in the protein. The results showed in ad-
dition that the iron site closest to the Ni center belongs to the mixed-
valence pair of the [4Fe–4S]1� cluster. This information may be neces-
sary to be able to define the electron transfer pathway connecting the
two centers (112). Another finding made in this study concerns the
orientation of the magnetic axes of the [4Fe–4S]1� center with respect
to the cubane structure: As observed in the case of model compounds,
one of the magnetic axes was found to be practically oriented along
the common perpendicular to the directions defined by the mixed-
valence and ferrous pairs (see Section II,D). However, this axis was
associated, not with the largest g value, but with the intermediate
one. Still another assignment has been proposed for the [4Fe–4S]1�

center of the enzyme enoate reductase (208).
Like PDR, trimethylamine dehydrogenase (TMADH) from Methylo-

philus methylotrophus W3A1 provides an example of a system in which
an iron–sulfur center, in this case a [4Fe–4S]1� cluster, interacts
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magnetically with an FMN� radical. Indeed, the relative arrange-
ments of the interacting centers displayed by the crystal structures of
these two enzymes is very similar: in both cases the center-to-center
distance is about 12 Å and the most favorable superexchange path-
way between the two centers seems to involve the 8-methyl group of
the FMN, which is separated by a 4-Å gap (4.7 Å in PDR) from the
sulfur atom ligating the closest iron atom in the cluster (204, 209).
Despite these striking structural similarities, the effects of the spin–
spin interactions on the X-band EPR spectrum differ dramatically be-
tween the two systems: as mentioned earlier, no effect at all is de-
tected in the case of PDR, while a signal characteristic of a triplet
state is observed in the case of TMADH (210). Since the absence of
any dipolar effects in PDR is due to a magic configuration, one may
wonder whether the strong effects observed in the case of TMADH
may arise from an enhancement of the dipolar interactions due to the
particular location of the mixed-valence pair in the [4Fe–4S]1� clus-
ter. Numerous spectra have been calculated using the local spin
model and the relative arrangement of the two centers observed in
the crystal structure, but no acceptable simulation of the triplet state
spectrum could be obtained by taking values smaller than 10�2 cm�1

for the exchange parameter, which are those usually found with these
intercenter distances (211). It can be therefore concluded that the
magnitude of the exchange interactions is unusually large in
TMADH. A recent high-field EPR study carried out on this enzyme
yielded the value J � �0.36 cm�1 (212).

c. Two Interacting [4Fe–4S]1� Centers Systems consisting of two
[4Fe–4S]1� clusters coupled by spin–spin interactions are commonly
found in ferredoxins as well as in metalloenzymes and membrane-
bound complexes (Table II). These systems exhibit a variety of inter-
action EPR spectra, some of which have been simulated using the
point dipole model (135). In the case of Clostridium pasteurianum
ferredoxin and PsaC from Synechocystis, the distances deduced from
these simulations were found to be 7.9 and 9.8 Å, respectively (135).
These values are distinctly smaller than the center-to-center distance
of 12 Å obtained in the X-ray crystal studies (213, 214), which once
again illustrates their effective nature. In the case of PsaC, the rela-
tive orientation of the magnetic axes of centers F�

A and F�
B determined

by simulating the interaction spectrum was found to be consistent
with that deduced independently from oriented multilayer experi-
ments (119). This result, together with comparisons between the sets
of parameters deduced from numerical simulations based on the point
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dipole and local spin models, indicates that the angular parameters
given by the former model constitute a useful first approximation.
However, a local spin description of the dipolar interactions is now
needed in order to be able to assign a valence to the various metal
ions of the clusters and to determine the orientation of the magnetic
axes with respect to the cubane structure.

Lastly, proteins containing a single paramagnetic species per sub-
unit or per molecule can give interaction EPR spectra. This phenome-
non was first observed in the case of C. vinosum HIPIP, which was
found to dimerize and give an interaction spectrum upon freezing in
the presence of high NaCl concentrations (108). On the basis of the
point dipole model, the interaction EPR spectrum was interpreted as
arising from two different dimeric structures with a relative arrange-
ment of the [4Fe–4S]3� centers such that the intercenter axis is paral-
lel to the z magnetic axis and the intercenter distances are equal to
13 and 16 Å, respectively (108). A computer-generated model account-
ing for this arrangement has also been described (215). Owing to the
effective nature of the distances deduced from numerical simulations
based on the point dipole approximation, this arrangement and the
results of the molecular modeling study should be treated with cau-
tion. A similar polymerization phenomenon has been observed, based
on the emergence of an interaction spectrum at high protein concen-
trations, in the case of benzene dioxygenase ferredoxin (216), which
contains a single [2Fe–2S] cluster per molecule (R. Cammack, P. Un-
alkat, B. Guigliarelli, and P. Bertrand, unpublished results, 1997).
Finally, the dimeric ferredoxin II from D. vulgaris Miyazaki, which
contains a single [4Fe–4S] cluster per subunit, was found to exhibit
an interaction spectrum in the fully reduced state (159).

d. Concluding Remarks The exchange parameter �J � has been
found to be roughly equal to or smaller than 5 � 10�3 cm�1 in all the
systems containing iron–sulfur clusters where intercenter magnetic
interactions have been studied, except in the case of TMADH (135).
This raises the question as to whether this limit is imposed either by
some particular physical reason or by the method that consists in
simulating spectra recorded with microwave frequencies ranging from
some gigahertz to some tens of gigahertz. Recall that when two cen-
ters A and B are coupled by an exchange interaction described by the
Hamiltonian �2JS�A � S�B , a line splitting is observed in the EPR spec-
trum only when �2J � is smaller than 
g �B, where 
g � �geffA � geffB�
is the difference between the effective g values for a given orientation
of the magnetic field. When �2J � is comparable to or larger than 
g
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�B, the two central lines of the splitting pattern collapse at the mean
position defined by (geffA � geffB)/2, while the outer lines vanish because
of the decrease in their amplitude. In particular, the exchange inter-
action has no effects on the EPR spectrum when the two centers have
identical or very similar g tensors. Since the g tensors of iron–sulfur
centers are anisotropic, the value of 
g �B depends strongly on the
orientation of the magnetic field with respect to the magnetic axes of
the two centers. The line splitting will therefore be visible in those
parts of the powder spectrum where the condition 
g �B � �2J � is
satisfied, whereas the lines will collapse in those parts where 
g
�B 	 �2J � (135). When �2J� is larger than the maximum value of 
g
�B, no line splittings will be observed in the spectrum and the spin–
spin interaction will escape detection. This phenomenon can be illus-
trated by the example of a system comprising two identical centers
with g values equal to 2.07, 1.96, 1.89, and rotated magnetic axes. In
the absence of any spin–spin interactions, this system will exhibit the
spectrum given in Fig. 12a. When the two centers are coupled by a
strong exchange interaction giving �J � � 25 � 10�3 cm�1, the interac-
tion spectrum calculated at X-band (9 GHz) has an axial shape, and
no effects attributable to the spin–spin interactions are apparent

FIG. 12. Effect of a strong exchange interaction on the shape of the EPR spectrum
displayed by a pair of centers A and B having identical g values, gx � 1.89, gy � 1.96,
gz � 2.07, and rotated magnetic axes according to xA//yB , yA//xB, zA//zB . (a) 9 GHz spec-
trum calculated with J � 0; (b) and (c) spectra calculated with J � 25 � 10�3 cm�1 at
9 and 35 GHz, respectively. The spectra were calculated as described in Ref. (192)
without including any dipolar terms, with the linewidths �x � �y � �z � 0.01.
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(Fig. 12b). Since practically the same spectral shape is obtained at Q-
band (35 GHz) (Fig. 12c), the commonly used criterion stating that
the shape of an interaction spectrum is frequency-dependent fails to
apply in this case. Actually, outer lines arising from the exchange
interaction are visible on the spectrum calculated at Q-band (Fig.
12c), but these lines would be hardly detectable in an experimental
spectrum, because of their weak intensity and to the small signal-to-
noise ratio inherent in Q-band experiments. In these circumstances,
spectra recorded at higher frequency would be needed to allow detec-
tion and study of the spin–spin interactions.

C. EPR STUDIES ON ORIENTED IRON–SULFUR SYSTEMS

The EPR spectrum displayed by a frozen solution of molecules con-
taining S � �� paramagnetic species can yield the g values, but it tells
us nothing about the directions of the magnetic axes. In order to de-
termine these directions, it is necessary to study spectra obtained
with samples in which the molecules are partly or completely ori-
ented. In the case of biological systems, one of the methods most com-
monly used for this purpose consists in preparing samples having a
one-dimensional order. When the magnetic susceptibility is suffi-
ciently anisotropic (217), this can be achieved by freezing a protein
solution placed in a strong magnetic field (218, 219). In the case of
membrane-bound systems, oriented multilayers can be prepared by
partially dehydrating membrane vesicles spread on a Mylar sheet,
and the redox state of the system can be controlled by briefly incubat-
ing the Mylar sheet with a reducing or oxidizing solution. In samples
of this kind, the one-dimensional order is not perfect, however, since
the direction of the normal to the membrane is necessarily spread
about a mean direction. This so-called mosaic spread can be modeled
by a Gaussian distribution characterized by a half-width ranging be-
tween 20� and 30� in the case of biological samples (220, 221). The
EPR spectrum displayed by these samples therefore looks like a pow-
der spectrum, but the amplitude of the peaks gx , gy , and gz depends
strongly on the angle � between the normal to the Mylar sheet and
the direction of the applied magnetic field. Since the amplitude of a
given peak reaches the maximum value when the mean direction of
the corresponding magnetic axis is parallel to the magnetic field, the
orientation of the magnetic axes relative to the normal to the mem-
brane plane can be determined by studying the variations in this am-
plitude as a function of �.

This method has been widely used to determine the orientation of
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paramagnetic centers in membrane-bound complexes of respiratory
and photosynthetic systems. In the case of heme groups, the gz mag-
netic axis was known at an early stage to be nearly perpendicular to
the heme plane, so that the results could be interpreted directly in
structural terms (221–225). The situation was different in the case of
iron–sulfur centers, in which no simple relations between the mag-
netic axes and the molecular structure were known, at least in the
case of [3Fe–4S] and [4Fe–4S] centers. At first, the results of these
studies were therefore interpreted in qualitative terms and were ei-
ther taken to show that iron–sulfur centers were not randomly ori-
ented in membrane-bound oxidoreductases such as nitrate reductase
(226) and fumarate reductase from E. coli (227), or used to make com-
parisons between the orientations of some centers in various systems,
such as the [4Fe–4S] centers FX , FA , FB in photosystem I from higher
plants (218, 219, 228), algae (229), and cyanobacteria (119) and in the
reaction center of green sulfur bacteria (230).

According to the ligand field model, the gz magnetic axis (gx � gy �
gz) of ferredoxin-type [2Fe–2S] centers is oriented in the iron-to-iron
direction (see Section II,B). Based on this attribution, the iron-to-iron
direction of center S1 of succinate dehydrogenase was proposed to be
parallel to the membrane plane (231). Likewise, the gy and gx mag-
netic axes of the Rieske center of the mitochondrial bc1 complex were
found to be parallel and perpendicular to the membrane plane, re-
spectively, but the above-mentioned attribution of the gz axis, which
does not apply to Rieske-type centers (see Section II,B), was mistak-
enly used to deduce the iron-to-iron direction (222). In the case of the
Rieske center of the b6 f complex, the gy axis was initially found to
be perpendicular to the membrane plane, which was interpreted as
indicating that the orientation of the [2Fe–2S] center was different in
this complex (228). This unexpected result was later found to be an
artifact due to saturation effects, and a more detailed study showed
that the orientation of the magnetic axes of the Rieske center is in
fact the same in both complexes (232). Assuming that the gx magnetic
axis corresponds to the iron-to-iron direction, this orientation was
used to position a structurally defined fragment of the Rieske protein
(51) in the bc1 complex (233). More recently, the fact that the orienta-
tion of the magnetic axes of the Rieske center of the bc1 complex re-
duced at cryogenic temperatures by the products of radiolysis was
found to differ strongly from that observed in a sample chemically
reduced at room temperature provided evidence in favor of a redox-
linked conformational change. Upon comparing these two sets of axes
with the two positions of the Rieske protein observed in an X-ray
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study on this complex (234), it has emerged that the gx axis is actually
oriented in the iron-to-iron direction (see the chapter by W. Nitschke
and co-workers).

Structural information about the organization of the [4Fe–4S] cen-
ters FA and FB in Synechocystis PCC 6803 PSI was obtained via a
combination of EPR studies on oriented multilayers and on a solution
of particles prepared in a redox state giving an EPR spectrum dis-
playing intercenter spin–spin interactions (119). The numerical simu-
lation of interaction spectra recorded at different microwave frequen-
cies yielded the values of the Euler angles defining the relative
orientation of the magnetic axes of F �

A and F �
B as well as the direction

of the intercenter vector in the frame of the F �
A magnetic axes. In

addition, the orientation of the magnetic axes of F �
A and F �

B relative
to the normal to the membrane plane was deduced independently
from the study of oriented multilayers. By combining these data, it
was established that the angle between the intercenter vector and the
normal to the membrane plane is equal to about 30�, a small value
that is consistent with a sequential electron transfer mechanism be-
tween the iron–sulfur centers in PSI (119).

A priori, the best method of determining the orientation of the mag-
netic axes of a paramagnetic center undoubtely consists in studying
the EPR spectrum displayed by a monocrystal. Experiments of this
kind were carried out by Brettel et al. (235) on a monocrystal of PSI
from Synechococcus elongatus that had been photoreduced at low tem-
perature. By analyzing the position of the six resonance lines dis-
played by the center F �

A of the six PSI complexes present in the unit
cell, it was possible to accurately determine the g values and the mag-
netic axes of these centers relative to the crystallographic axes. The
results of this study are in excellent agreement with those deduced
from oriented multilayer experiments, taking the c� crystal axis to be
perpendicular to the membrane plane. Extending this study to center
F �

B was difficult because of the need to monitor the positions of 12
resonance lines as a function of the crystal orientation (236). More-
over, a nontrivial problem arose as to how to form pairwise associa-
tions between the tensors of the centers F �

A and F �
B belonging to the

same complex. Surprisingly enough, the solution to this problem that
the authors of this study preferred corresponds to a relative orienta-
tion of the F �

A and F �
B g tensors that differs markedly from that de-

duced from the analysis of the spin–spin interactions in particles
(119). This discrepancy is not likely to arise from structural differ-
ences between the PSI complexes of Synechocystis and Synechococcus
sp., since these complexes were observed to display identical interac-
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tion EPR spectra in solution (237). Lastly, it should be noted that the
angle between the intercenter axis and the normal to the membrane
plane provided by the X-ray crystal structure is equal to 54� (213),
which is significantly larger than the value of about 30� given by the
analysis of the spin–spin interactions between F �

A and F �
B (119).

These various points call on the one hand for a refinement of the
analysis of the spin–spin interactions based on a local spin descrip-
tion of the dipolar interactions, and on the other hand for a reexami-
nation of the various ways of forming pairwise associations between
the six F �

A g tensors and the six F �
B g tensors deduced from the EPR

crystal study. It is worth noting, however, that the occurrence of a
small structural change in the PSI complex in the crystal cannot be
ruled out, since the g values and the directions of the magnetic axes
of the F �

B center determined in the crystal and in oriented multilayers
differ significantly (238). Owing to the low resolution (4 Å) of the X-
ray structure of the PSI complex, it is not yet possible to locate the
iron and sulfur atoms of the clusters (213). Several attempts to posi-
tion the clusters and their coordinating polypeptide have therefore
been made based on the orientations of the magnetic axes of F �

A (235)
and F �

B (239) determined in the crystal. Since several orientations of
the magnetic axes relative to the [4Fe–4S]1� cubane structure have
been observed in model compounds (115, 116, 240, 241) as well as in
proteins (112, 208), the results obtained using this method will have
to be confirmed using other approaches.

IV. Application of EPR to the Functional Study of Iron–Sulfur Centers

A. ELECTRON TRANSFER

1. Midpoint Potentials

The redox potentials of iron–sulfur centers vary considerably, de-
pending on the type of center (242) and its environment in the protein
(243), ranging from about �700 mV in the case of some [4Fe–4S]2�,1�

centers (244, 245) to about �450 mV in the case of some [4Fe–4S]3�,2�

centers (246). Iron–sulfur centers therefore act as redox centers in
numerous electron transfer systems, including the respiratory and
photosynthetic bioenergetic chains as well as a wide variety of redox
enzymes. Among the many studies that have dealt with these sys-
tems, some have yielded structural information of the kind described
in Section III. Most of them were designed, however, to measure the
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midpoint potential of the centers by performing potentiometric titra-
tions monitored by low-temperature EPR. In these studies, it was im-
plicitly assumed that the redox equilibrium probed by EPR at cryo-
genic temperature does not differ significantly from that reached at
room temperature. This assumption is fully justified in the case of a
solution of proteins containing a single center, in which the intermo-
lecular electron exchanges ensuring the redox equilibrium are blocked
when the solution is frozen. In the case of multicenter molecules, how-
ever, intramolecular exchanges may shift the redox equilibrium dur-
ing the freezing process when the parameters governing this equilib-
rium are temperature dependent. A situation of this kind was
encountered in the case of xanthine oxidase, in which the results of
potentiometric titrations monitored by EPR and UV-visible absorp-
tion spectroscopy were observed to differ significantly (247). It is lia-
ble to occur when the midpoint potentials of the centers are pH-
dependent and the titration is performed in a buffer characterized by
a strongly temperature-dependent pKa value (248).

Midpoint potential values are useful quantitites for defining the
role of the various centers in the system. In some instances, these
values have even been used to predict the location of the centers in
the electron transfer chain, assuming that the potential increases
along the chain from the electron donor to the electron acceptor. In
several oxidoreductases, however, the measured potential of some
centers was found to be clearly outside the range defined by the donor
and the acceptor, which raised an intriguing question as to their func-
tion. This was observed, for instance, in the case of the [4Fe–4S]2�,1�

(Em � �320 mV) center in E. coli fumarate reductase (249), the [3Fe–
4S]1�,0 (Em � �30 mV) center in D. gigas hydrogenase (207), and the
low-potential [4Fe–4S]2�,1� (Em � �200 and �400 mV) centers in E.
coli nitrate reductase (124). These findings raise the question as to
whether midpoint potentials are relevant quantities for describing dy-
namic processes such as intramolecular electron transfers. The follow-
ing points are worth considering in this connection. On the one hand,
contrary to what occurs in a solution in which small molecules un-
dergo random collisions, redox centers embedded in a redox enzyme
are structurally organized in such a way that only some electron
transfers are kinetically possible. On the other hand, when analyzing
the redox properties of a multicenter system, it is necessary to distin-
guish between the microscopic potential of each center and the macro-
scopic potentials of the systems and to consider the possibility of in-
tercenter redox cooperativity. The concept of cooperativity has been
commonly used in the fields of protein–protein interactions, ligand
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binding, and acid–base processes (250). It has seldom been applied,
however, in the field of biological redox processes, except in the case
of multiheme cytochromes (251–254) and cytochrome c oxidase (255,
256). In order to illustrate its relevance to the functional analysis of
electron transfer systems, take a hypothetical protein containing two
redox centers, say two [4Fe–4S]2�,1� centers, that catalyzes the elec-
tron exchange between a donor and an acceptor characterized by the
same potential of �80 mV. The redox behavior of this system can be
described in terms of either the microscopic potentials (e1 , e2) of the
centers and the interaction potential i12 , or the two macroscopic po-
tentials (E1 , E2) characterizing the two successive one-electron redox
processes at work in the protein (Fig. 13a). The macroscopic quanti-
ties can be deduced from the microscopic ones using the following ex-
pressions:

E1 � e1 � (1/�) ln[1 � exp(�(e2 � e1))]

E2 � e2 � i12 � (1/�) ln[1 � exp(�(e2 � e1))],

where � � F/RT. Different sets of microscopic parameters can give
the same E1 and E2 values. For example, the values (E1 � �100 mV,
E2 � �100 mV) can be obtained in two limiting situations: In the first
one, the two centers have very different potentials, e1 � �100 mV,
e2 � �100 mV, and there are no redox interactions: i12 � 0 (Fig. 13b),
whereas in the second one, the two centers have the same redox po-
tential e1 � e2 � �82 mV and are coupled by a large anticooperative
redox interaction i12 equal to �164 mV (Fig. 13c). The way the system
functions differs greatly between these two situations, since in the
first case, only center 1 can be expected to participate in the electron
exchange between the donor and the acceptor, whereas in the second
case, both centers may be involved in a sequential electron transfer
(Fig. 13b,c). Although these two situations are undistinguishable
when only the macroscopic potentials are determined by measuring
the spin intensity of the whole EPR spectrum (or the UV-visible ab-
sorbance) as a function of the solution potential, they can be easily
distinguished during a reducing redox titration in which the EPR sig-
nal of each center is monitored: in the first case, center 1 will be re-

FIG. 13. Redox behavior of a protein containing two redox centers. (a) Definition of
the microscopic and macroscopic potentials; (b) and (c) two limiting situations giving
E1 � �100 mV, E2 � �100 mV. In case (b), e1 � �100 mV, e2 � �100 mV, i � 0,
whereas in case (c), e1 � e2 � �82 mV and i � �164 mV. The variations of the shape
of the EPR spectrum as a function of the solution potential are schematically pictured.
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duced first and its EPR signal will reach a maximum at about 0 mV
(Fig. 13b), whereas in the second case, the two centers will be concom-
itantly reduced and will both contribute equally to the intensity of the
whole spectrum at 0 mV (Fig. 13c).

When the amplitude of the EPR signals displayed by the various
centers can be measured, by numerically simulating the spectrum for
instance, it is possible to elucidate the redox behavior of every center
in the protein and therefore to determine the microscopic parameters
of the system. Using an approach of this kind, the [3Fe–4S]1�,0 and
[4Fe–4S]2�,1� high-potential centers in E. coli nitrate reductase were
found to be coupled by an anticooperative redox interaction equal to
�45 mV (124), and the [4Fe–4S]3�,2� centers present in the tetrameric
HIPIP from Thiobacillus ferrooxidans were found to be coupled by
a cooperative interaction equal to about �100 mV (107). No redox
interactions were detected, however, in the case of clostridial 2 �
[4Fe–4S] ferredoxins (257). Going back to the previously mentioned
oxidases, the fact that anomalous potentials have been measured in
the case of some iron–sulfur centers does not necessarily mean that
these centers are not involved in intramolecular electron transfers.
For example, assuming the existence of intercenter redox interactions
of about 100 mV, it can be shown that the high-potential [3Fe–4S]
center in Ni–Fe hydrogenases can play a redox role in some micro-
scopic states of these enzymes (B. Guigliarelli, unpublished results,
1998). In a site-directed mutagenesis study on the D. fructosovorans
enzyme, it has been established that converting this [3Fe–4S]1�,0 cen-
ter into a [4Fe–4S]2�,1� center caused a negative shift of about �300
mV in the redox potential without significantly affecting the enzy-
matic activity (182), which illustrates the fact that the functional role
of this center cannot be assessed on the basis of its midpoint potential
value alone.

2. Kinetic Aspects

EPR studies on electron transfer systems where neighboring cen-
ters are coupled by spin–spin interactions can yield useful data for
analyzing the electron transfer kinetics. In the framework of the Con-
don approximation, the electron transfer rate constant predicted by
electron transfer theories can be expressed as the product of an elec-
tronic factor Tab by a nuclear factor that depends explicitly on temper-
ature (258). On the one hand, since iron–sulfur clusters are spatially
extended redox centers, the electronic factor strongly depends on how
the various sites of the cluster are affected by the variation in the
electronic structure between the oxidized and reduced forms. Theoret-
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ical calculations have shown that when an iron–sulfur center is re-
duced, the excess electron is mainly accepted by the bridging and ter-
minal sulfur ligands (29). The spatial distribution of the excess charge
is governed, however, by the distribution of the valences of the Fe ions
in the cluster, which can be determined by studying the intercenter
magnetic dipolar interactions in the framework of the local spin
model (see Section III,B). On the other hand, T ab depends on the
superexchange pathways between neighboring redox centers, which
also determine the magnitude of the exchange coupling constant J
when both centers are paramagnetic (259). Up to now, the relation-
ships between kinetic quantities and data obtained by studying in-
tercenter spin–spin interactions have been used only qualitatively in
systems containing iron–sulfur centers (112, 206, 212).

B. OTHER FUNCTIONS

Although the presence of iron–sulfur centers in systems the func-
tion of which is obviously not to transfer electrons has by now been
clearly established, detailed information about the role of these cen-
ters is only just beginning to emerge. Since this new field in iron–
sulfur research has been reviewed (105, 260), we focus here on those
systems on which important information has been obtained by per-
forming EPR studies.

1. Catalytic Activity

The only reactions in which the ability of iron–sulfur centers to
activate a substrate has been demonstrated so far are hydration/de-
hydration processes. In reactions of this kind, iron–sulfur centers act
as Lewis acids, catalyzing the formation of a double bond via the re-
versible elimination of a water molecule. The enzyme in which this
mechanism has been the most thoroughly studied in undoubtedly
mammalian mitochondrial aconitase (261). The [3Fe–4S]1� center
present in the inactive form of the enzyme can be converted into a
[4Fe–4S]2� center, yielding an active form. This [4Fe–4S] center is
coordinated by three cysteine residues, and one iron atom Fea is li-
gated by an oxygen atom arising from either a water molecule or the
substrate. Since a significant level of activity persists when the center
is in the paramagnetic [4Fe–4S]1� state, EPR and ENDOR spectros-
copy have been extensively used to characterize the interactions of
the enzyme with its substrate and its inhibitors (261). In aconitase,
the spin state of the [4Fe–4S]1� center is always S � ��, but the g
values shift from (1.86, 1.93, 2.06) in the free form to (1.78, 1.85, 2.04)
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in the citrate-bound form (162, 163). From the data obtained on the
one hand in ENDOR experiments carried out on 57Fe, 33S, 17O, 1H, and
2H nuclei and on the other hand in Mössbauer studies, it was deduced
that the substrate binds at the Fea atom of the center and that the
coordination number of this atom varies between 4 and 6 during the
catalytic cycle (261). The mechanism found to occur in the case of
aconitase may apply as well to other dehydratases in which a [4Fe–
4S] center is present (105). In E. coli dihydroxy-acid dehydratase, a
[4Fe–4S]1� center exists, forming a mixture of S � ��, ��, �� spin states,
with a major proportion of S � �� states. In this enzyme, the presence
of a noncysteinyl ligand has been demonstrated by resonance Raman
studies (129). Likewise, it has been suggested that a [4Fe–4S] center
may be involved in the catalytic cycle of the 4-hydroxybutyryl-CoA
dehydratase from Clostridium aminobutyricum (262) and the L-serine
dehydratase from Peptostreptococcus asaccharolyticus (263). In the
former case, the presence of a [4Fe–4S]1� center with g values equal
to 1.844, 1.895, 2.037 was established by photoreducing the enzyme,
whereas in the latter case a signal typical of a [3Fe–4S]1� center was
observed, the intensity of which was found to decrease as the enzy-
matic activity increased. The great sensitivity of this signal to the
nature of the buffer and to the presence of the substrate has been
taken to indicate that the [4Fe–4S] center might be involved in the
catalytic mechanism (263).

Lastly, it is worth mentioning the case of the dihydroxy-acid dehy-
dratase from spinach, in which the reduced form of a [2Fe–2S] center
was found to exhibit a heterogeneous EPR spectrum of the gav � 1.91
type, indicating the presence of noncysteinyl ligands at the reducible
site. This signal was converted into a gav � 1.96 type spectrum upon
addition of the substrate, which suggests that this center may be in-
volved in the catalytic cycle (264).

2. Regulation Role

Iron–sulfur centers can participate in regulation mechanisms ei-
ther directly, when they control the activity of an enzyme, or at a
more integrated level, when they modulate the expression of some
genes. The regulation mechanisms that have been elucidated so far
involve either a change in the redox state or the interconversion of
iron–sulfur centers.

a. Redox Regulation The best example of this kind of mechanism
is provided by the SoxR protein, a transcription factor that governs a
regulon of oxidative stress resistance genes in E. coli. This homodi-
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meric protein contains one [2Fe–2S] center per monomer, and this
center is essential to activating the transcription of the soxS gene,
whereas the protein SoxS in turn activates the transcription of other
genes (265). The SoxR protein is only active under oxidizing condi-
tions where the iron–sulfur center is in the state [2Fe–2S]2�. The re-
duction of the center, which can be monitored by looking for an EPR
signal characterized by g values at 1.90, 1.92, 2.01 (266) (E �0 � �285
mV), inhibits the transcription (267). The physiological relevance of
this redox-linked mechanism has been confirmed by EPR studies car-
ried out on whole cells (268). These experiments ruled out the hypoth-
esis that a regulation mechanism based on the reversible disassembly
of the iron–sulfur center might be involved, as proposed by previous
authors (269). In this regulation process, the iron–sulfur center there-
fore acts as a direct sensor of the oxidative agents inducing the ex-
pression of the resistance genes. Since the affinity of the protein SoxR
for the soxS promoter of the DNA is almost identical in both the oxi-
dized and reduced states (267), the conformational changes induced
by the reduction of the iron–sulfur center are probably small.

A relationship between the redox state of an iron–sulfur center and
the conformation of the host protein was furthermore established in
an X-ray crystal study on center P in Azotobacter vinelandii nitroge-
nase (270). In this enzyme, the two-electron oxidation of center P was
found to be accompanied by a significant displacement of about 1 Å of
two iron atoms. In both cases, this displacement was associated with
an additional ligation provided by a serine residue and the amide ni-
trogen of a cysteine residue, respectively. Since these two residues are
protonable, it has been suggested that this structural change might
help to synchronize the transfer of electrons and protons to the
Fe–Mo cofactor of the enzyme (270).

b. Regulation Based on Cluster Conversions The interconversion
between [3Fe–4S] and [4Fe–4S] centers, which can be easily moni-
tored by EPR (162, 271–273), was observed soon after the discovery of
[3Fe–4S] centers (274). The [4Fe–4S] into [3Fe–4S] conversion occurs
under oxidizing conditions and is reversible either under reducing
conditions or in the presence of Fe2� and S2� ions and thiols. It was
therefore soon proposed that these transformations may play a physi-
ological role consisting either in protecting some proteins from oxida-
tive degradation, or in controlling the activity of some enzymes (275,
276). Nowadays, these functions are still hypothetical, although the
latter possibility seems quite plausible in the case of aconitase, in
which the [4Fe–4S] form of the center is active whereas the [3Fe–4S]
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one is not (261). A regulation mechanism based on the transformation
of an iron–sulfur center seems to occur, however, in the case of the
iron-regulatory protein (IRP), which controls the metabolism of intra-
cellular iron at a translational level by binding to a consensus se-
quence of mRNA called the iron responsive element (IRE). The IRP
protein corresponds to the cytosolic aconitase, which is homologous
to mitochondrial aconitase (277) and can take the form of either a
holoprotein containing a [4Fe–4S] center that can be easily converted
into a [3Fe–4S] form, or an apoprotein in which the iron–sulfur cen-
ter is disassembled. When the cells are iron-replete, the IRP protein
functions in the same way as active aconitase, whereas the apoprotein
binds to mRNA and controls the iron uptake and storage when the
cells are iron-depleted (278). The assembly/disassembly of the iron–
sulfur center may therefore be a key feature in the response to levels
of iron in the control of iron homeostasis (261).

A similar mechanism has been proposed in the case of the FNR
protein, a transcriptional activator that controls several genes essen-
tial to the anaerobic respiratory metabolism in E. coli. Under
anaerobic conditions, the protein is present in a dimeric form
that contains one [4Fe–4S]2� center per subunit and can bind to the
DNA, thus activating the transcription. After exposure to dioxygen,
the protein is converted into a monomeric form with no iron–sulfur
centers, which possess a lower affinity for the DNA (279). The first
phase in the protein inactivation process has been found to consist in
the fast conversion of [4Fe–4S]2� centers into [2Fe–2S]2� centers, giv-
ing a new form of the protein that is relatively stable toward dioxy-
gen. The [2Fe–2S] centers can be converted back into [4Fe–4S] cen-
ters under reducing conditions (280). Since the iron–sulfur centers
remain diamagnetic during the interconversion between [4Fe–4S]
and [2Fe–2S] centers, this process, which may constitute the basis of
the FNR regulation mechanism, was monitored by Mössbauer spec-
troscopy.

Using a combination of techniques such as EPR, resonance Raman,
and MCD spectroscopy, the conversion of [2Fe–2S]2� into [4Fe–4S]2�

centers has been found to take place under reducing conditions in E.
coli biotin synthase (281). The as-prepared form of this enzyme has
been thought to contain one [2Fe–2S] center per monomer, coordi-
nated by the three cysteine residues of the motif Cys–X3–Cys–X2–Cys
and by a fourth, noncysteinyl ligand. Upon reduction, a [4Fe–4S] clus-
ter bridging two monomers may be formed in the active enzyme. In
the reduced state, the [4Fe–4S]1� center is characterized by a mixture
of S � �� and S � �� spin states giving EPR features at g � 5.6 and
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g � 2.004, 1.944, 1.914, respectively. A [2Fe–2S] to [4Fe–4S] cluster
conversion of this kind was proposed to occur in other enzymes show-
ing homologies with biotin synthase, such as the anaerobic ribonucle-
otide reductase (282), the pyruvate formate lyase activating enzyme
(283), and the lysine 2,3-aminomutase (284).

3. Radical Stabilization

Some enzymes in which the regulation mechanism involves a stable
protein-based radical require an activation system consisting of an
iron–sulfur subunit and a cofactor, S-adenosylmethionine. Detailed
EPR studies on the anaerobic ribonucleotide reductase (285), the py-
ruvate formate lyase activating enzyme (283, 286), and the lysine 2,3-
aminomutase (284) have suggested that the same activating mecha-
nism occurs in all three enzymes. A [4Fe–4S]2�,1� center bridging two
subunits may initiate the radical mechanism by facilitating the reduc-
tive one-electron cleavage of S-adenosylmethionine into methionine
and the 5�-deoxyadenosyl radical. The details of this mechanism,
which is also thought to take place in biotin synthase (281), are not
yet known. However, since the presence of S-adenosylmethionine was
found to significantly affect either the EPR signal (284–286) or the
redox properties (283, 285) of the [4Fe–4S]1� center, its binding site
is probably located close to the iron–sulfur center.

It has been suggested that an iron–sulfur center may directly stabi-
lize a radical species in the ferredoxin thioredoxin reductase enzyme,
which serves to reduce the disulfide bridge of thioredoxin (287). The
active site of this enzyme is a disulfide bridge located in the close
vicinity of a [4Fe–4S]2� center. This center could not be reduced even
by using very strong reductants. The substoichiometric, fast-relaxing
S � �� EPR signal with g values of 2.01, 2.04, 2.09 that was recorded
when the enzyme was oxidized by ferricyanide was attributed to a
[4Fe–4S]3� state. These findings strongly suggest that the [4Fe–
4S]2�,1� center cannot play a redox role in mediating the electron
transfer between the ferredoxin and the disulfide bridge of the en-
zyme. A stoichiometric, slowly relaxing S � �� signal with g values of
1.98, 2.00, 2.11 was recorded with a form of the enzyme in which the
disulfide bridge had been broken by selectively modifying one of the
cysteines with N-ethylmaleimide. Although the corresponding para-
magnetic species can be broadly defined as a [4Fe–4S]3� center, it
was tenatively identified as a [4Fe–4S]2� cluster covalently bound to a
cysteine-based thiyl radical via a �3–S2� bridge on the basis of several
spectroscopic studies (287). Since its redox potential was found to be
consistent with the reduction of a disulfide bridge, this species was
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taken to be a one-electron reduced intermediate stabilized by the
Fe–S cluster in the two-electron catalytic reaction.

A mechanism involving the stabilization of a radical species via the
ligand of a metal center was also proposed in the case of the Ni–Fe
center that constitutes the active site in Ni–Fe hydrogenases (288).
In the active form of the enzyme, the nickel center exhibits a typical
EPR signal called Ni–C with g values of 2.01, 2.14, 2.19, which is
characterized by a slow relaxation and can be observed up to room
temperature. EPR studies (288) and ENDOR experiments on 57Fe nu-
clei (289) have established that the iron ion is diamagnetic in the
Ni–C species. From a detailed analysis of the available data, it was
furthermore concluded that the spin density, which was initially as-
sumed on the basis of experiments on samples enriched with 61Ni to
be mainly centered on the Ni atom (290), is actually largely delocal-
ized onto the sulfur atom of a terminal cysteine ligand. Based on the
results of this study, the Ni–C species should therefore be classified
as a Fe(II)–Ni(II)–S��–Cys entity (288). The finding that a radical
intermediate stabilizes on the sulfur ligand of the metal site argues
strongly in favor of the idea that a ligand-based mechanism may be
involved in the activation of molecular hydrogen. Generally speaking,
sulfur-based radicals such as thiyl and perthiyl radicals exhibit aniso-
tropic EPR signals with gav � 2.0 (291) that are hardly distinguish-
able from those displayed by some mononuclear and polynuclear
metal centers. By analogy with the Ni–C species, it is therefore con-
ceivable that the well-known, slowly relaxing EPR signal with g val-
ues of 2.00, 2.04, 2.10 displayed by active Fe-only hydrogenases (292)
may arise from a radical species stabilized on a cysteine ligand of the
H-cluster, which would mean that the same catalytic mechanism may
be at work in both Ni–Fe and Fe-only hydrogenases.

V. Conclusion

The applications of EPR spectroscopy reviewed in the present chap-
ter are based on the sensitivity of the spectrum displayed by iron–
sulfur centers to various characteristics, such as the redox state of
the center, the distribution of the valences on the iron ions, the nature
and the geometry of the ligands, and the presence of nearby paramag-
netic species. Although considerable progress has been made during
the past few years in the quantitative analysis of these various effects
in the case of the conventional iron–sulfur centers described in Sec-
tion II, the discovery of centers exhibiting unusual EPR properties as
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well as new types of centers constitutes a new challenge for spectros-
copists. As mentioned in Section II,D, [4Fe–4S]2�,1�centers with S � ��

can exhibit very fast relaxation rates and very anisotropic spectra
probably arising from the admixture of low-lying excited states, and
these centers can even display spin states with S � ��. These unusual
properties are often observed in the case of centers having anomalous
coordinating Cys motifs. For instance, the X-ray structure of the ‘‘pu-
tative prismane’’ protein from Desulfovibrio vulgaris solved at 1.7 Å
resolution has shown the existence of an unexpected [4Fe–4S]2�,1�

center bound by an unusual, sequential arrangement of four cysteine
residues (293). In the reduced state, this center exhibits an EPR spec-
trum with features at geff � 1.5, 1.8, 4.5, which were interpreted as
arising from the quantum admixture of an S � �� state into an S � ��

state (293).
A further level of complexity is reached in the case of some new

types of centers consisting of a [4Fe–4S] cluster in which one iron
atom shares a ligand with a mononuclear center. A structure of this
kind, which had been initially described on the basis of spectroscopic
data (294), has been confirmed by the results of an X-ray crystal
study performed on E. coli sulfite reductase, in which the mononu-
clear center is a siroheme (295). The C-cluster of Rhodospirillum ru-
brum carbon monoxide dehydrogenase, in which the mononuclear
center is a Ni center, is probably of the same type (296). The unusual
spectroscopic properties of these centers were explained using a per-
turbation approach in which the difference in energy between the
ground state and the excited states of the [4Fe–4S] entity was as-
sumed to be much larger than the coupling with the mononuclear
center (294, 296). In these clusters, the electronic structure of the
iron–sulfur center therefore seems to be preserved.

More recently, polynuclear centers having similar structural motifs
to those observed in conventional iron–sulfur centers, such as Fe
atoms coordinated by inorganic or cysteinyl sulfur, together with
other types of metal sites, have been discovered in a number of metal-
loproteins. These include the Fe–Mo cofactor and the P cluster in ni-
trogenase (270), the dinuclear Ni–Fe center in Ni–Fe hydrogenases
(164, 297), the ‘‘hybrid’’ cluster 2 present in the ‘‘putative prismane’’
protein from D. vulgaris (293) and in the closely related protein from
D. desulfuricans called fuscoredoxin (298). The H-cluster of iron-only
hydrogenases, in which one iron site is apparently coordinated by CO
and/or CN� ligands (299), probably belongs to this category. Since
these polynuclear centers contain metal sites and bridging ligands
that differ from those present in conventional iron–sulfur centers,
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they can be expected to exhibit a still wider variety of spectroscopic
properties.

Appendix: Spin–Lattice Relaxation Processes

The thermal equilibration of a system of paramagnetic centers is
ensured by the exchange of energy between the lattice vibrations and
the spin system: The vibrations modulate the potential energy of the
paramagnetic centers, thus stimulating transitions between their
spin states through spin–orbit coupling. This may involve various re-
laxation processes that can be identified by determining the tempera-
ture dependence of the relaxation rate (303).

1. The direct process is a resonant process involving low-frequency
vibrational modes of energy h� � �E, where �E is the transition en-
ergy, which gives rise to the temperature dependence 1/T1 � T. This
process generally predominates at very low temperatures, although it
is sometimes masked by a phonon bottleneck phenomenon giving a
T 2 temperature dependence.

2. In the Raman process, two vibrational modes of energy h�1 and
h�2 such that h�1 � h�2 � �E are needed. In the case of paramagnetic
centers with half-integer spins coupled to long-wavelength phonons,
this process is characterized by the temperature dependence 1/T1 �
T 9I8 (�D/T), where �D is the Debye temperature characterizing the cut-
off of the phonon spectrum and I8(x) is a transport integral. This gives
a T 9 and T 2 temperature dependence when T � �D and T � �D, respec-
tively.

3. A resonant Orbach process occurs when the energy of the cou-
pled vibrational modes is equal to the energy 
 of the first excited
level of the paramagnetic center. This leads to the temperature de-
pendence 1/T1 � (exp(
/kBT) � 1)�1 � exp(�
/kBT) when kBT � 
.

Generally speaking, the spin–lattice relaxation properties of a
given paramagnetic center depend on several factors:

• The number of possible electronic transitions: The relaxation can
be expected to be more efficient in the case of centers with S � ��

than in that of S � �� centers. Note that in the former case, no
single relaxation time can be defined.

• The strength of the coupling of the paramagnetic center to its
surroundings, which is determined by the orbital part of the
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wavefunction: A high-spin Fe(III) ion with L � 0 is much less
strongly coupled than a high-spin Fe(II) ion with L � 2.

• The presence of low-lying excited levels can greatly increase the
efficiency of the relaxation processes, especially in the case of
paramagnetic centers with half-integer spins.

• The intrinsic relaxation rate of a paramagnetic center can be en-
hanced by spin–spin coupling with a nearby fast-relaxing species.
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481
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A cluster, 322
C cluster, 314–316, 319–320
cubane cluster, 239
H cluster, 485
heterometallic cubane clusters, 63
‘‘hybrid’’ cluster, 240, 244, 245, 485
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Rieske-type, 142–144, 146
synthetic MFe3S4 clusters, 68–72

CODH. See Carbon monoxide dehydro-
genase

Concensus motif, 451
cooF gene, 290
cooH gene, 290
Crystallography

fuscoredoxin, 380
‘‘prismane’’ protein, 232–233
Rieske and Rieske-type proteins,

92–109
Cubane cluster, 239
Cuboidal clusters. See Trinuclear iron–

sulfur clusters
‘‘Cupredoxin fold,’’ 95
Cyclic voltammetry, Rieske proteins, 138,

139
Cytochrome b6 f complexes

Rieske proteins, 88
EPR spectra, 131
g values and rhombicity, 125
redox potential, 136, 137
structure, 96, 100, 102

Cytochrome bc1 complexes, 83
Rieske proteins, 86–88, 350–352

EPR spectra, 131
function, 146–149
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mutational studies, 109–112
redox potential, 136, 137–140
structure, 96, 104, 107–109
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DALI (software), 94
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Desulfoferrodoxin (Dfx), in sulfate-reduc-
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Desulforedoxin, 362–363, 424, 425, 448
Desulforubidin, 387
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EPR spectra, 426–435, 449
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site-directed mutagenesis, 451–456
spin-lattice relaxation, 435–436

Dioxygenase, 149–151, 429
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site-directed mutagenesis, 112–113

E

Electron nuclear double resonance spec-
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Rieske and Rieske-type proteins, 132–
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Electron paramagnetic resonance spec-
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APS reductase, 384
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glutamate synthase, 438
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Electron transfer
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tungsten-containing enzymes, 401

EPR. See Electron paramagnetic reso-
nance spectroscopy

ESEEM, Rieske and Rieske-type pro-
teins, 133–134
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Thermoplasma acidophilum, 8, 9–10
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Ferredoxin thioredoxin reductase, 483
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sis, 452–453
Fe–Ni–S proteins. See Iron–nickel–

sulfur proteins
Fe–S proteins. See Iron–sulfur proteins
FeVaco, 206
Formate dehydrogenase, in sulfate-reduc-

ing bacteria, 396, 402–403
Fourier transform infrared spectroscopy

(FTIR), NiFe hydrogenase, 295–298,
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Freeze quench EPR spectroscopy (FQ-
EPR), CODH/ACS, 318

FTIR. See Fourier transform infrared
spectroscopy

Fumarate reductase
EPR, 452–456
ground-state properties, 23
oriented systems, 472
properties, 6, 11–13
spin–spin interactions, 462

Fuscoredoxin, 485
in sulfur-reducing bacteria, 378–382
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Glutamate synthase
EPR, 438
ground-state properties, 23
properties, 3, 5, 14–15

GroEL, 182–183
g tensor, iron–sulfur centers, 426–430,
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H
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Heterometallic cubane clusters, 63
HiPIP (high-potential iron–sulfur pro-

teins), 336
iron–sulfur center, 265
photosynthesis, 337–338, 345–347
relaxation rate, 449
spectroscopy, 261, 263

ENDOR, 443
EPR, 443, 446, 469, 478
NMR, 272–275, 458

spin-lattice relaxation, 447
spin–spin interactions, 462

HoxN protein, 287
HoxW protein, 288
HoxX protein, 290
HupU protein, 289
HupUV proteins, 190
‘‘Hybrid’’ cluster, 240, 244, 245, 485
HycE protein, 288
Hydrogenase-like proteins, 290
Hydrogenases

from Desulfovibrio spp., 286–305
Fe hydrogenase, 389–390
NiFe hydrogenase, 286–305, 390–396
from sulfate-reducing bacteria,

388–396
Hydrogenotrophic bacteria, 306
Hydrogen sensor proteins, 289
HypB protein, 289
HypC protein, 289
Hyperfine shift, iron–sulfur proteins,

261–265, 268–271
HypF protein, 289
HypX protein, 290

I

Interconversions. See Cluster conversions
IRE. See Iron responsive element
Iron

isotopes, 284
oxidation states, 284
in proteins, 284
uptake of extracellular iron, 285–286

Iron-containing enzymes, 284
CODH/ACS, 284–295, 305–326
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hydrogenase, 286–305
iron uptake by organism, 285

Iron hydrogenase, 389–390
Iron–nickel–sulfur proteins. See Nickel–

iron–sulfur proteins
Iron-only nitrogenase

biosynthesis, 203, 208
properties, 209–210
in sulfate-reducing bacteria, 389–390

Iron proteins, 161
nucleotides, interaction with, 165–166
redox properties, 164–165
self-oxidization, 165
site-directed mutagenesis, 188
spectroscopy, 164–165
structure, 162–164

Iron-regulatory protein (IRP), 482
Iron responsive element (IRE), 482
Iron–sulfur clusters, 4–5, 219, 363

biological activity, 220–221
catalytic activity, 479–480
dinuclear. See Dinuclear iron–sulfur
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electron transfer, 474–479
EPR spectra, 423–450, 484–486
FeMoco-cofactor, 221
g tensor, 426–430, 450
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interconversions, 55–58, 376, 459, 481
mononuclear. See Mononuclear iron–
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in nitrogenase, 221
oriented iron–sulfur systems, 471–474
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radical stabilization, 483–484
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spin-lattice relaxation, 425–426, 435–
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electron transfer, 405, 474–479
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fumarate reductase, 6, 11–13, 23, 452–
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glutamate synthase, 14–15
NiFe hydrogenase. See NiFe hydrog-

enase
nitrate reductase, 3, 5, 13–14, 396,

403–406, 472, 475
NMR studies, 251–277

electron relaxation times, 252–257
polypeptide folding, 271–276
reduction potential, 265–266
solution structure, 266–271
valence delocalization, 257, 259,

261–265
oriented systems, 471–472
in photosynthetic reactions, 335–336
‘‘prismane’’ iron–sulfur protein,

219–247
Rieske and Rieske-type proteins,
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succinate dehydrogenase, 3, 5, 11–13,

23
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361–362
adenylylsulfate reductase, 382–385
aldehyde oxidoreductases, 396, 397–

402, 406–408
desulfoferredoxin, 366–367
desulforedoxin, 362–363
electron transfer, 405–410
ferredoxins, 370–378
formate dehydrogenase, 396,

402–403
fuscoredoxin, 378–382
hydrogenases, 388–395
molybdopterin-containing enzymes,

396–405
nitrate reductase, 396, 403–406
pyruvate-ferredoxin oxidoreductase,

385–386
rubredoxin, 362–366
rubrerythrin, 367–370
sulfite reductase, 386–388

valence delocalization, 257, 259, 261–
265, 430–432

IRP. See Iron-regulatory protein
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Lowe–Thorneley mechanism, 183–186,
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Metalloenzymes. See Enzymes
Methanogenic archaea, 306
MgATP hydrolysis, nitrogenase turnover

and, 189–191
Midpoint potential, iron–sulfur centers,

474–478
MoFe proteins

active MoFe protein, 176, 182
apo-MoFe protein, 176, 180–181, 182
biosynthesis, 176–183
electron transfer in, 191–192
FeMoco (FeMo cofactors), 167–169,

176–180, 182, 195–199, 221
P clusters, 169–170, 171
redox properties, 170, 172–173
spectroscopy, 170, 172–173
structure, 166–170
substrate interactions, 173–174
X-ray crystal structure, 201

Molybdenum nitrogenase, 161–162,
202–203

biosynthesis, 174–183
iron proteins of, 161, 162–166, 176
mechanisms, 183–202

electron transfer, 191–192
Lowe–Thorneley mechanism, 183–
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MgATP hydrolysis and, 189–191
nitrogenase complex, 186–189
substrates, 192–202
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174, 176–183, 191–192
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Molybdopterin cofactor, 396
Molybdopterin-containing enzymes,

396–405
aldehyde oxidoreductase, 396, 397–
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formate dehydrogenase, 396, 402–403
nitrate reductase, 3, 5, 13–14, 396,

403–405, 472, 475
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(MCD), 230, 396

Mononuclear iron–sulfur clusters, 219
EPR spectra, 423–425, 448
ferredoxins, 6–7
spin-lattice relaxation, 425–426
spin–spin interactions, 462, 465–467

Mosaic spread, 471
Mössbauer spectroscopy

formate dehydrogenase, 402
fuscoredoxin, 379, 381
molybdenum hydroxylases, 402, 403
NiFe hydrogenase, 26–27, 391
‘‘prismane’’ protein, 226–227, 245
Rieske and Rieske-type proteins,
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valence delocalization, 21
vanadium nitrogenase, 205–206

Multalin (software), 86

N

Naphthalene dioxygenase (NDO), 150
NDO. See Naphthalene dioxygenase
Nickel

isotopes, 284
oxidation states, 284
in proteins, 284–285
uptake of extracellular nickel, 285–286

Nickel-containing enzymes, 284–285,
285–286

CODH/ACS, 284–295, 305–326
hydrogenase, 286–305
nickel uptake by organism, 285–286

Nickel–iron proteins, hydrogenase,
286–305

Nickel–iron–sulfur clusters, 283
Nickel–iron–sulfur proteins, CODH/ACS,

284–295, 305–326
Nickel transport, hydrogenase, 286–287
Nickel transporters, 285–286
nifA gene, 203
nifA gene product, 175
nifB gene, 177, 178, 203, 204
nifB gene product, 175, 176, 178
nifD gene, 178
nifD gene product, 175
nifE gene product, 175, 176
NiFe hydrogenase, 284

active site, 290–298
catalytic cycle, 394–395
catalytic mechanism, 298–305
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crystal structure, 391–393, 457
electron transport, 16–17
expression, 289–290
forms

Ni-A form, 300
Ni-B form, 300
Ni-B species, 298
Ni-C form, 295, 298, 300, 304
Ni-R species, 298
Ni-SI species, 298

heterodinuclear site, 393–394
maturation, 288–289, 290
properties, 5, 15–17
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radical stabilization, 484
spectroscopy

EPR, 26–27, 294–295, 298–299, 300,
391, 438

FTIR, 295–298, 299, 303
Mssbauer spectroscopy, 26–27, 391
X-ray absorption spectroscopy (XAS),

292–293
spin–spin interactions, 462, 467
structure, 15–17, 18
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synthesis, 286–287
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nif genes, molybdenum nitrogenase bio-

synthesis and, 174–183, 203
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nifN gene product, 175, 176
nifQ gene, 177
nifQ gene product, 175, 176
nifS gene, 203
nifS gene product, 175, 176
nifT gene product, 175
nifU gene, 203
nifU gene product, 175, 176
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nifV gene product, 175, 176
nifW gene product, 175
nifX gene product, 175
nifY gene product, 175
nifZ gene product, 175
Nigerythrin, 370, 424
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nikB protein, 287
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nikE protein, 287
Nitrate reductase
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oriented systems, 472
properties, 3, 5, 13–14

midpoint potential, 475
in sulfate-reducing bacteria, 396,

403–405
Nitrogenase complex, 186–189
Nitrogenases, 160–162, 202, 211–212

electron transfer, 160–161
EPR, 446–447
iron-only nitrogenase

biosynthesis, 203, 208
properties, 209–210

molybdenum nitrogenase, 161–162,
202–203

biosynthesis, 174–183
iron proteins of, 161, 162–166, 176
mechanisms, 183–202
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166–174, 176–183, 191–192
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pH dependence, 193–194
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substrates, 192–202
vanadium nitrogenases, 203

activity, 207–208
biosynthesis, 203–204
structure, 204–207

NMR
FeMoco, 200
HiPIP, 458
Rieske and Rieske-type proteins,

134–137
Nuclear relaxation rates, iron–sulfur pro-

teins, 267–268
Nucleotide binding proteins, iron protein

and, 165–166
Nucleotides, MoFe proteins and, 174
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Oxygenases, Rieske-type, 89–90, 125

P

P clusters, structure, 169–170, 171, 205
PDO. See Phthalate dioxygenase
Photosynthesis

anoxygenic, 336–337
bridging cluster Fx, 344
evolution, 355
ferredoxins, 337, 338, 344–345
HiPIP, 337–338, 345–347
RCI-type photosystems, 337, 338–343,

344
Rieke proteins, 337, 347–355

Phthalate dioxygenase (PDO), 119
ENDOR and ESEEM studies, 132
spin–spin interactions, 466

Phthalate dioxygenase reductase, struc-
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Polypeptide folding, iron–sulfur proteins,
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‘‘Prismane’’ protein, 245–247
crystallography, 232–233
from Desulfovibrio desulfuricans, 227–

228, 229, 232
from Desulfovibrio vulgaris, 221–226,

228, 229, 232, 235, 239
domain organization, 238–239
EPR spectra, 224–227
EXAFS, 231–232
history, 221–224
MCD studies, 230
molecular structure, 238–245
resonance Raman spectroscopy,

230–231
sequence determination, 228–229
site-directed mutagenesis, 229–230
structure, 233–238
X-ray diffraction, 233

Protein-bound clusters, 63, 68
Proteins

hydrogen sensor proteins, 289
iron–sulfur proteins, 1–73, 421–487
nickel–iron proteins, 286–305
nickel–iron–sulfur proteins, 284–285,

305–326

Rieske and Rieske-type proteins,
83–151

PSI, 473–474
‘‘Putative prismane,’’ 485
Putidaredoxin, 118
Pyruvate-ferredoxin oxidoreductase, in

sulfate-reducing bacteria, 385–386

R

Raman spectroscopy
Fepr protein, 230–231
iron–sulfur cluster, 31–34

RCII, 355
RCI-type photosystems, 337, 338–343
Rd. See Rubredoxin
Redox chemistry

hydrogenase catalysis, 298
iron–sulfur centers, 480–481

Redox potential, Rieske and Rieske-type
proteins, 136, 137–140

Reduction potential
iron–sulfur proteins, 265–266
Rieske proteins, 352–355

Resonance Raman spectroscopy
fuscoredoxin, 380
‘‘prismane’’ protein, 230–231, 246
Rieske and Rieske-type proteins,

119–121
Rieske center, 347–349, 472
‘‘Rieske fold,’’ 93–96, 100, 105
Rieske proteins, 83–85

biosynthesis, 144–146
crystallography, 94
electrochemistry, 137–142
function, 146–149
occurrence, 347, 350
photosynthetic reactions, 337, 347–355
reduction potentials, 352–355
Rieske center, 347–349, 472
sequence comparison, 349–350
spectroscopy, 113

absorption spectra, 113–114
circular dichroism, 113, 115–118
ENDOR, 132–134, 430
EPR spectroscopy, 122–131, 429
ESEEM, 133–134
EXAFS, 121
Mössbauer spectroscopy, 118–119
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NMR spectroscopy, 134–137
resonance Raman spectroscopy,

119–121
XANES, 122
X-ray absorption spectroscopy,

121–122
structure, 349–351

amino acid sequences, 85–89
mutational studies, 109–113
X-ray structure, 92–93, 100–109

types
from cytochrome b6 f complexes, 88,

96, 100, 102, 131, 136, 137
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88, 96, 104, 107–112, 125, 131,
136, 137–148, 350–362

SoxF and SoxL, 88–89
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119, 132, 348
TRP, 88, 118, 119, 132

Rieske-type clusters, 142–144, 146
Rieske-type proteins

bacterial Rieske-type ferredoxins, 89
bacterial Rieske-type oxygenases,

89–90
biosynthesis, 144, 145
dioxygenase, 112–113, 132, 149–151
electrochemistry, 142–144
from eukaryotes, 90–92
function, 149–151
redox potential, 136, 142–143
spectroscopy

absorption spectra, 113
circular dichroism, 115

structure
amino acid sequences, 89–92
mutational studies, 113
X-ray structure, 92–99, 105–109

Rubredoxin (Rd), 423–424, 425, 448
electron relaxation time, 253–254
spin-lattice relaxation, 426
in sulfate-reducing bacteria, 362–366
X-ray structure, 105–106

Rubrerythrin (Rr), 367–370, 424

S

SDD. See Spin-dependent delocalization
SDM. See Site-directed mutagenesis

S-F FTIR. See Stopped-flow Fourier
transform infrared spectroscopy

Siderophores, 285
Siroheme-containing enzymes, 92
Site-directed mutagenesis (SDM)

dioxygenase, 112–113
EPR, 450–461
FeMoco, 195–199
iron protein, 188
‘‘prismane’’ protein, 229–230
Rieske proteins, 109–112

SoxF protein, 89–90
SoxL protein, 89–90
SoxR protein, 480–481
Spectroscopy, See also individual types of

spectroscopy
iron proteins, 164–165
MoFe proteins, 170, 172–173
Rieske and Rieske-type proteins,

113–137
Spin-dependent delocalization (SDD), 39
Spin-lattice relaxation

iron–sulfur centers, 486–487
dinuclear clusters, 435–436
HiPIP, 447
mononuclear clusters, 425–426
tetranuclear clusters, 447
trinuclear clusters, 442

Spin–spin interactions, iron–sulfur clus-
ters, 461–471

SRB. See Sulfate-reducing bacteria
Stigmatellin, binding, 130
Stopped-flow Fourier transform infrared

spectroscopy (S-F FTIR), nitroge-
nase, 194–195

Streptomyces thermoautotrophicus, nitro-
genase from, 210–211

Succinate dehydrogenase
magnetic axes, 472
properties, 3, 5, 11–13

ground-state properties, 23
Sulfate-reducing bacteria (SRB), 306

iron–sulfur proteins, 361–362
adenylylsulfate reductase, 382–385
aldehyde oxidoreductases, 396, 397–

402, 406–408
desulfoferredoxin, 366–367
desulforedoxin, 362–363
electron transfer, 405–410
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ferredoxins, 370–378
formate dehydrogenase, 396,

402–403
fuscoredoxin, 378–382
hydrogenases, 388–395
molybdopterin-containing enzymes,

396–405
nitrate reductase, 396, 403–405
pyruvate-ferredoxin oxidoreductase,

385–386
rubredoxin, 362–366
rubrerythrin, 367–370
sulfite reductase, 386–388

Sulfite reductase, in sulfate-reducing bac-
teria, 386–388

Sulfur-containing enzymes, CODH/ACS,
284–295, 305–326

Sulfur–iron clusters. See Iron–sulfur
clusters

Sulfur–iron proteins. See Iron–sulfur pro-
teins

Sulfur–nickel–iron proteins. See Nickel–
iron–sulfur clusters

Sulredoxin, 119

T

Tetranuclear iron–sulfur clusters, 219,
442–443

EPR spectra, 443–447, 449–450
interconversions, 459, 481–483
site-directed mutagenesis, 456–461
spin-lattice relaxation, 447
spin–spin interactions, 462, 467–469,

473
TFIIS, 105–106
Thermus thermophilus Rieske protein.

See TRP
Trimethylamine dehydrogenase

(TMADH), spin–spin interactions,
467–468

Trinuclear iron–sulfur clusters, 1–2, 72–
73, 219, 436

discovery, 2, 448
early studies, 2–4
electronic properties, 3, 21–55
EPR spectra, 436–442, 448
interconversions, 3, 4, 55–58, 459, 481
magnetic properties, 3, 21–55
mixed metal clusters, 63–72

occurrence, 3, 5–17
site-directed mutagenesis, 456–461
spin-lattice relaxation, 442
structures, 2–3, 17–21
synthetic model compounds, 58–63
vibrational properties, 3, 21–55

TRP, 88, 118, 119, 132, 348
Tungsten-containing enzymes, in sulfate-

reducing bacteria, 401

V

Valence delocalization, 39
iron–sulfur proteins, 257, 259, 261–

265, 430–432
Mössbauer spectroscopy, 21
NMR, 257, 259, 261–265

Vanadium nitrogenases, 203
activities, 207–208
biosynthesis, 203–204
structure, 204–207

Variable-temperature magnetic circular
dichroism (VTMCD)

ferredoxins, 2
iron–sulfur cluster, 28–30, 41, 46,

48–50
VFe protein, 205
vnfA gene, 203
vnfD gene, 204
vnfEN gene, 204
vnfG gene, 204
vnfH gene, 204
VnFH protein, 182
vnfK gene, 204
VTMCD. See Variable-temperature mag-

netic circular dichroism

W

Walker A nucleotide binding motifs, 165
Wood–Ljungdahl pathway, 306, 308, 312

X

XANES. See X-ray absorption near-edge
spectroscopy

Xanthine oxidase
EPR, 434, 465–466, 475
spin–spin interaction, 462, 466
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XAS. See X-ray absorption spectroscopy
X-ray absorption fine structure (EXAFS)

aconitase, 3
FeMoco, 199, 200
ferredoxin, 3
NiFe hydrogenase, 291
‘‘prismane’’ protein, 231–232
Rieske and Rieske-type proteins, 121
vanadium nitrogenases, 206

X-ray absorption near-edge spectroscopy
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NiFe nitrogenase, 293
Rieske proteins, 122

X-ray absorption spectroscopy (XAS)
NiFe hydrogenase, 292–293
Rieske and Rieske-type proteins,

121–122
vanadium nitrogenases, 206

X-ray crystallography, Rieske and
Rieske-type proteins, 92–109

X-ray diffraction, ‘‘prismane’’ protein,
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