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PREFACE 

The literature on cavitation chemistry is ripe with conjectures, possibilities, heuris­
tic arguments, and intelligent guesses. The chemical effects of cavitation have been 
explained by means of many theories, consisting of empirical constants, adjustable 
parameters, and the like. The chemists working with cavitation chemistry agree that 
the phenomenon is very complex and system specific. Mathematicians and physi­
cists have offered partial solutions to the observed phenomena on the basis of 
cavitation parameters, whereas chemists have attempted explanations based on the 
modes of reaction and the detection of intermediate chemical species. Nevertheless, 
no one has been able to formulate a unified theme, however crude, for its effects on 
the basis of the known parameters, such as cavitation and transient chemistry 
involving extremely high temperatures of nanosecond durations. 

When one surveys the literature on cavitation-assisted reactions, it is clear that 
the approach so far has been "Edisonian" in nature. While a large number of 
reactions have showed either enhanced yields or reduced reaction times, many 
reactions have remained unaffected in the presence of cavitation. The success or 
failure of cavitation reactions ultimately depends on the collapse of the cavity. 

Cavitation chemistry is based on the principles of the formation of small transient 
cavities, their growth and implosion, which produce chemical reactions caused by 
the generation of extreme pressures and temperatures and a high degree of micro­
turbulence. Cavities can be generated either by expansion of pressure (caused 
hydrodynamically or acoustically) or by sharp penetration of energy by lasers or 
protons. This monograph deals with the reaction engineering associated with the 
cavitation phenomenon and its practical applications in the treatment of various 
types of aqueous waste or for organic synthesis. 

Mathematical modeling of cavitation phenomena and the related chemical effects 
is rather complex; even for the simplest reactions, there appears no possibility of a 
generalized theory in the near future. The chemical effects observed and reported 
in the literature as either transient or time averaged most definitely have resulted 
from the cavitation phenomenon. All researchers and a few practitioners will not 
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have any difficulty in accepting newly coined terms of cavitation chemistry and 
cavitation reaction engineering, which encompasses all aspects of the chemical 
transformations caused by the cavitation phenomenon. 

This monograph is an attempt to present the observed effects on a common basis, 
namely, the parameters affecting cavitation, those affecting chemistry, and those 
affecting both, which are important in an appropriate design of a cavitation reactor. 
The mathematical modeling of cavitation bubble dynamics, chemical reactions, and 
reactors is discussed, with an emphasis on the physical explanations of the phenom­
ena on the basis of known parameters affecting cavitation or parameters affecting 
the chemical transformations and the performance of the reactors. 

The cavitation process can be categorized according to the method used to 
produce cavities. Hydrodynamic cavitation is produced by the pressure variation in 
a flowing liquid that is caused by the variation of velocity in the system. At the 
points of highest velocity and lowest pressure, cavities can occur. These cavities 
can (1) move with the liquid and subsequently collapse (Le., traveling cavitation); 
(2) remain fixed at a rigid surface under unsteady state condition (Le., fixed 
cavitation); or (3) reside in the cores of vortices (Le., vortex cavitation) that form 
in the regions of high shear and boundary layer separation. Traveling cavitation is 
most efficient for chemical conversion. Acoustic cavitation is produced by sound 
waves in a liquid that are caused by pressure variations. Optical cavitation is 
produced by a laser light rupturing the liquid. Finally, particle cavitation is produced 
by the deposition of energy using any other type of elementary particle, such as a 
proton. 

Chapter 1 briefly discusses the underlying physics behind the sources of cavita­
tion. Instruments are currently available to produce cavities from these different 
sources. Cavitation bubbles and their behavior under different environments form 
the basis for how the cavitation process affects chemical transformation. 

A suitable mathematical description of bubble dynamics and their interaction 
with the surrounding liquid medium is given in Chapter 2. While a complete 
description of bubble behavior is rather complex, the mathematics outlined in this 
chapter form the basis upon which more complex models can be developed. The 
modifications of the equations and the incorporation of the parameters involving 
physical effects are presented for different modes of cavitation. Different types of 
cavitation are discussed on the basis of the mode of energy dissipation and the time 
scales involved for this energy dissipation. The similarities and differences arising 
are discussed as part of a unified theme of energy dissipation and conversion for 
cavitation. 

Finally, the physical parameters that affect the nature of the process in each type 
of cavitation are described in Chapter 3. The relationship between the physical 
parameters and the nature of the cavitation behavior described in this chapter is 
qualitatively and in some instances quantitatively obtained from an evaluation of 
the basic equations for cavitation bubble dynamics. 
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The success or failure of cavitation-assisted reactions ultimately depends on the 
active or reactive species generated as a result of cavity collapse. The cavitation 
phenomenon consists of three stages: nucleation, growth, and collapse of a single 
cavity or a cluster of cavities. A scientific approach to cavitation chemistry requires 
the control of these three stages. 

Although nucleation is a fairly random phenomenon, considerable control over 
the rate has been achieved in the crystallization process by controlling the degree 
of supersaturation (metastable region) or by the addition of external nuclei (seed­
ing). It may be possible to do the same for the nucleation of cavities or a cluster of 
cavities. Growth and collapse behavior of the cavity or the cluster of cavities is 
controlled by the surrounding fluctuating pressure field, i.e., its frequency and 
amplitude. Since the generation of active and reactive species depends on this cavity 
behavior, the success or failure of the reaction is related to the frequency and 
amplitUde of the surrounding pressure field. 

It is expected that from Chapters 1-3, the reader will be made aware of the 
common underlying theme responsible for a variety of chemical effects reported in 
the literature. The reader will also become conversant with cavitation as a physical 
phenomenon and the factors affecting this physical phenomenon. Where there is 
no literature on an experimental proof of the physical phenomena predicted by the 
mathematical and physical equations, numerical predictions have been used liber­
ally to explain cavitation-related physical effects. This involves the behavior of a 
single cavity or a cluster of cavities in a variety of surroundings; i.e. form, mode, 
and time scales of energy dissipation. 

Cavitation can have beneficial effects on a reaction as a result of physical effects 
such as microstreaming or chemical effects such as generation of OH- radicals 
(hydrolysis or oxidative reactions). Control of these effects requires a fundamental 
analysis of cavity dynamics and not a simple use of cavitation intensity, as is often 
done in the literature. In Chapters 4 and 5 on gas-liquid cavitation chemistry and 
gas-liquid-solid cavitation chemistry, an attempt has been made to relate or use 
the predicted and observed physical effects of cavitation to explain the chemical 
and physical transformations observed and reported in the literature. Wherever 
possible, the parameters responsible for the chemical transformations and the 
changes in these parameters as a result of the physical phenomena of cavitation are 
highlighted. Heterogeneous cavitation chemistry and homogeneous cavitation 
chemistry, which are incorrectly separated in the literature, are presented on a 
common footing here because cavitation chemistry is always heterogeneous (more 
than one phase) owing to the formation of vapor- or gas-filled cavities. The correct 
separation is indicated in the titles of these two chapters. 

Various possible and suggested mechanisms of cavitation-aided practical chemi­
cal reactions are also briefly discussed in Chapters 4 and 5. The interesting behavior 
of a variety of chemical reactions in the presence of cavitation is illustrated with 
the support of the experimental facts. The emphasis is largely on chemical trans-
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formations in the aqueous phase so that the results are useful in treating aqueous 
waste. The mode of generation of the cavitation, its physical effect, and its ultimate 
utilization in chemical conversion is discussed in detail, linking the physical effects 
of cavitation and the followup chemical transformations. 

The next three chapters (Chapters 6, 7, and 8) deal with the engineering transla­
tion of the basic physical and chemical concepts discussed in Chapters 1 to 5 into 
their possible practical uses. Various designs reported in the literature using hydro­
dynamic, acoustic, or laser energy for the generation of cavitation are discussed in 
terms of operational and design difficulties and ease of the chemical transformation. 
New, probable, and/or novel reactor configurations have also been proposed. 
Specific examples have been selected to highlight the difficulty or the ease of 
operation of various types of cavitational reactors. Examples have been used with 
the results to discuss the efficacy of one type of cavitation compared with another. 
The effect of physicochemical properties and the optimum use of cavitation for the 
required chemical effects are also discussed. 

In these chapters, the problems associated with energy efficiencies and scaleup 
are also discussed. It has been found that the industrial success of cavitation reactors 
and their design and optimization strategies differ from system to system or are 
system specific. The optimization of the cavitation reactor as required for anyone 
system is not necessarily applicable to other systems. The specific parameters 
responsible for the success of this optimization are highlighted. Some new reactors 
for specific applications are proposed. These chapters are expected to generate 
curiosity and research interest in the people working in the field of cavitation 
chemistry and cavitation reactors. 

Chapter 7 deals with mathematical models for cavitation reactors. This subject 
is very difficult because ofthe lack of appropriate experimental data, the complexity 
of the system, and the difficulty in predicting a reactor's behavior at different scales. 
Numerous models based on different sets of assumptions for the reaction zone are 
described. Probability density function is used to illustrate the behavior of the 
reaction zone in an acoustic cavitation reactor. 

The cost effectiveness of a cavitation reactor depends very strongly upon the 
energy efficiency of the steps leading to the chemical transformation. The energy 
efficiency of the cavity implosion process as a function of frequency is discussed 
in Chapter 8. The range of frequency covers all types of processes and reactors, 
such as hydrodynamic (low frequency), acoustic (medium frequency), and laser 
(high frequency) cavitation. The performance of the acoustic reactor is also evalu­
ated based on the concept of sonochemical yield, an empirical parameter that can 
help in comparing and evaluating the performance of various types of acoustic 
reactors. 

Chapter 8 also uses concepts discussed in earlier chapters for the design and 
optimization of a cavitation reactor. It briefly presents some economic comparisons 
of a few standard effluent treatment and recovery techniques with new techniques 
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of cavitation-based chemical conversions. Both capital and the operating costs of 
conventional and nonconventional hydrodynamic, acoustic, and other types of 
cavitation reactors are briefly discussed. The need for further research is delineated. 
The chapter first deals with the efficiency of the energy conversion supplied for the 
global cavitational effect and then the optimized cavitational effect, i.e., the one 
required for a specific chemical or physical conversion. The results are illustrated 
with case studies. 

Finally, Chapter 9 describes some pilot and large-scale applications of the 
cavitational chemical transformations. The examples clearly illustrate the commer­
cial viability of the concept discussed in this monograph. While the examples are 
largely for a hydrodynamic cavitation process because of its favorable economics, 
a similar development for acoustic cavitation should appear in the near future. 
Commercial applications for laser and particle cavitations may require more 
development to make these technologies more economical. 

Cavitation reaction engineering is rapidly changing, largely because of its ease 
of application to a variety of chemical reactions. It is hoped that this monograph 
summarizes the state of knowledge available on this subject and will fuel more 
momentum for research in this area. It is our hope that with increased knowledge 
of the subject, the present "Edisonian" approach will be replaced by a more 
scientific assessment of the possibilites and applications of cavitation processes. 

A monograph such as this would not have been possible without the support of 
many people. We would like to thank Profs. Luss, Doraiswamy, Sharma, and Joshi 
for their constant encouragement on this project. One of the authors (ABP) would 
like to acknowledge the University Grants Commission and the Department of 
Science and Technology, Government of India for giving him the opportunity to 
work in this exciting field. We would also like to thank our students, in particular 
Parag Gogate, Nilesh Vichare and Prashant Tatake for their assistance and com­
ments on the manuscript. Our sincere thanks to Mrs. Melody Land for all the hard 
and painstaking detail work she carried out for the completion of this project. Our 
thanks also to Mr. Ron Baker for his help with the drawings. Finally, and most 
importantly, projects such as this cannot be completed without the love and support 
of our wives, Mary and Anala, and our children. 
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SOURCES AND TYPES OF 
CAVITATION 

1.1. INTRODUCTION 

During the past few decades, a number of new technologies have been developed, 
each of which offers the hope of providing chemists with innovative routes and 
chemical engineers with sophisticated methods of introducing energy to bring about 
chemical change. In cavitation reaction engineering, the origin of the chemical 
effects lies in cavitation: the phenomenon of the formation, growth, and rapid 
collapse of bubbles. Cavitation by definition is the formation and activity of bubbles 
or cavities in a liquid. It may occur through the formation of bubbles or cavities in 
the liquid or it can be a result of the enlargement of cavities that are already present 
in the bulk liquid. These bubbles may be suspended in liquid or may be trapped in 
tiny cracks in the liquid-solid interface. 

Although cavitation was first mentioned by Leonhard Euler in 1754, it was 150 
years before it became important in ship propellers, turbines, pumps, and hydro­
foils. This type of cavitation is called hydraulic or hydrodynamic cavitation (Knapp 
et at., 1970). Acoustic cavitation showed up in connection with high-intensity 
underwater sound projectors in the late 1920s. More recently, it has been noted that 
when a liquid is irradiated with a light of high intensity (such as a laser), cavities 
are formed that can be used to study cavitation bubble dynamics. This new form of 
cavitation is called optic cavitation (Lauterbom and Bolle, 1975). While in this type 
of cavitation photons are used for the cavitation, there is no reason why other types 
of elementary particles such as protons or neutrinos cannot be used to break down 
the liquid. This effect has been used since the 1950s in bubble chambers and is often 
denoted as particle cavitation. 

1 



2 CHAPTER 1 

The method of production can be taken as the main criterion in distinguishing 
among different types of cavitation. The four principal types of cavitation and their 
causes can be summarized as follows: 

• Hydrodynamic cavitation is produced by pressure variation in a flowing liquid 
caused by the velocity variation in the system. 

• Acoustic cavitation is a result of pressure variation in a liquid when ultrasound 
waves pass through it. 

• Optic cavitation is a result of the rupture of a liquid due to high-intensity light 
or a laser. 

• Particle cavitation is produced by any type of elementary particle (e.g., a 
proton) rupturing a liquid, as in a bubble chamber. 

According to Lauterborn (l980b), hydrodynamic and acoustic cavitations are the 
result of tensions prevailing in a liquid, while optic and particle cavitations are the 
consequence of local deposition of energy. He developed the classification scheme 
shown in Figure 1.1. 

Once formed, the expansion of a minute bubble or a cavity may be achieved by 
reducing the ambient pressure using static or dynamic means. The bubble may 
contain gas or vapor or a mixture of gas and vapor. If the bubble contains gas, then 
the expansion may be by diffusion of gases from the liquid into the bubble, or by 
pressure reduction, or by temperature rise. If, however, the bubble contains mainly 
vapor, reducing the ambient pressure sufficiently at constant temperature causes an 
"explosive" vaporization into the cavities. On the other hand, raising the tempera­
ture will make a vapor bubble grow through the phenomenon of boiling. Both 
explosive vaporization and boiling do not occur until a threshold is reached. Thus 
bubble growth occurs: 

Figure 1.1. Classification scheme for the different kinds of cavitation. (From Lauterbom, 1980a, with 
permission. ) 
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• by a pressure reduction or temperature increase in a gas-filled bubble: gaseous 
cavitation 

• by pressure reduction in a vapor-filled bubble: vaporous cavitation 
• by diffusion in a gas-filled bubble: degassing 
• by sufficient temperature rise in a vapor-filled bubble: boiling 

In cavitation reactors, two aspects of bubble (or cavity) dynamics are of prime 
importance: (1) the maximum size reached by the bubble before a violent collapse 
and (2) the life of the bubble. The maximum size reached by the bubble determines 
the magnitude of the pressure pulse and hence the cavitation intensity that can be 
obtained in the system. The life of the bubble determines the distance traveled by 
the bubble from the point where it is generated before collapse and hence it is a 
measure of the active volume of the reactor at which actual cavitation effects are 
observed. Hydrodynamic cavitation occurs at lower frequencies (i.e., lower than 
approximately 1-20 kHz), and the bubble collapse produces less intensity and 
therefore lower temperatures and pressures. Acoustic cavitation generally occurs 
in the frequency range of 20 kHz to 1 MHz; the bubble collapses with higher 
intensity and therefore produces higher temperatures and pressure than hydrody­
namic cavitation. Optical and particle cavitation will require an intense energy 
source and generate intense temperatures and pressures. These methods of cavita­
tion could be very useful in studying cavitation bubble dynamics and cavitation 
chemistry under controlled conditions. They may, however, be very expensive for 
large-scale operations. 

1.2. HYDRODYNAMIC CAVITATION 

There are various stages and types of hydrodynamic cavitation. The term "incipi­
ent stage" has long been used to describe cavitation that is just barely detectable. 
The conditions that mark the boundary or threshold between no cavitation and 
detectable cavitation are not always identical if they are observed as cavitation 
appears and again as cavitation disappears. The term "desinent cavitation" has been 
suggested for the latter. Hydrodynamic cavitation can be further subcategorized as 
(1) traveling cavitation, (2) fixed cavitation, (3) vortex cavitation, and (4) vibratory 
cavitation. 

Traveling cavitation is composed of individual transient cavities or bubbles that 
form in the liquid and move with the liquid as they expand, shrink, and then 
collapse. Such traveling transient bubbles may appear at the low-pressure points 
along a solid boundary or in the liquid interior either at the cores of moving vortices 
or in the high-turbulence region in a turbulent shear field. The term "fixed cavita­
tion" refers to the situation that sometimes develops after inception, in which liquid 
flow detaches from the rigid boundary of an immersed body or a flow passage to 
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form a pocket or cavity attached to the boundary. The attached or fixed cavity is 
stable in a quasi-steady sense. In vortex cavitation the cavities are found in the cores 
of vortices that form in zones of high shear. The cavities may appear as traveling 
cavities or as a fixed cavity. In all of these three types of cavitation, a particular 
liquid element passes through the cavitation zone only once. In vibratory cavitation, 
the velocity is so low that a given element of the liquid is exposed to many cycles 
of cavitation rather than only one. 

While the above details on various types of hydrodynamic cavitation are worth 
noting, in cavitation reaction engineering the cavitation produced by flow through 
pipes and valves is most relevant and the following discussion is limited to these 
cases only. Hydrodynamic cavitation in a pipe is produced by pressure variation in 
a liquid flow due to the geometry of the system. Usually cavitation can also be 
obtained by throttling a valve downstream of a pump. When the pressure at the 
orifice or any other mechanical constriction falls below the vapor pressure of the 
liquid, cavities are generated which then collapse downstream with the recovery of 
pressure, giving rise to high pressure and temperature pulses. This effect pertains 
to a small area around these cavities. 

Figure 1.2 shows the pressure variation profile. Cavity collapse during hydrody­
namic cavitation is a result of pressure recovery from the lowest pressure encoun­
tered at the vena contracta of the orifice. This phenomenon can be explained as 
follows: If the liquid is flowing through an orifice, the reduction in the cross-section 
of the flowing stream increases the velocity head at the expense of the pressure 
head. During the reexpansion of flow, the fluid stream gets separated at the lower 
ends of the orifice and eddies are generated. Owing to this turbulence and the large 
friction loss generated by the motion of eddies, a permanent pressure loss is 
inevitable and full recovery of pressure does not take place. The static pressure at 
the vena contracta is less than the bulk pressure downstream of the flow. However, 
as velocity is increased, the pressure drop across the orifice increases and the 
pressure at the vena contracta decreases. At a particular velocity, the pressure may 
actually fall below the vapor pressure of the liquid being pumped, causing the 
generation of cavities. 

1.2a. Cavitation Number 

A dimensionless parameter generally used in the study of hydrodynamic cavita­
tion is the cavitation number, which is defined as follows: 

(1.1) 

where PI and P v are the downstream and vapor pressure, respectively; p is the 
density of the medium; and U is the average velocity near the orifice. The cavitation 
number, CJc' measures the resistance of the flow to cavitation. The higher the 
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Figure 1.2. Typical pressure distribution across an orifice plate in pipe flow. 

cavitation number, the less likely it is that cavitation will occur; conversely, the 
lower it is, the more likelihood there is for cavitation to occur. Similarly, if cavitation 
is occurring, lowering the cavitation number by decreasing the static pressure or by 
increasing the flow speed will increase the extent of cavitation; raising it may 
eliminate it entirely. A cavitation number equal to one indicates cavitation inception 
for' gas-free liquids and ensures that the pressure in the close vicinity of the 
downstream side of the orifice has fallen to vapor pressure. 

Yan and Thorpe (1990) reported the cavitation number for the inception of 
cavitation for different orifices. They observed that for a given orifice the cavitation 
inception number remains constant within a random experimental error for a 
specific liquid. The cavitation number does not change with the liquid velocity and 
is a constant for a given orifice size, shape, and medium. Yan et al. (1980) reported 
a variation in the cavitation number with the orifice-to-pipe diameter ratio, 13. The 
results indicate that the cavitation inception number increases approximately line­
arly with the orifice-to-pipe diameter ratio. The results obtained by Yan et al. (1980), 
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also confirm the conclusion drawn by Numachi et al. (1960), and Tullis and 
Govindrajan (1973) that the cavitation inception number for an orifice cavitation 
is independent of the velocity of the fluid and of the downstream pressure. The 
typical ranges of cavitation numbers given by Yan et al. are 1.7-2.4 for 0.4 < 13 < 
0.8 and those given by Tullis and Govindrajan are 2-3 for 0.244 < 13 < 0.583. The 
lower cavitation numbers observed by Yan et al. can be due to the fact that the 
diameters of the pipes downstream of the orifice in the study by Yan and Thorpe 
(1990) are almost half of those in the study conducted by Tullis and Govindarajan 
(1973). Thus it can be inferred that the cavitation inception number is strongly 
related to size of scale and is not a function of 13 alone. In addition, Yan et al. (1980), 
used sharp-edged orifices rather than the profiled orifices used by Tullis and 
Govindrajan (1973). 

The minimum pressure at the vena contracta measured at inception is much 
higher than the vapor pressure and increases with the velocity of the liquid, which 
indicates that at inception the mechanism of bubble formation is the release of the 
dissolved gas or superimposed turbulent pressure fluctuations rather than just the 
vaporization of water. The minimum pressure is therefore not a unique value at the 
inception but is dependent on the turbulent flow structure. The severity of the 
cavitation increases with the decrease in the cavitation number. 

The following relationship between the flow rate, Q, and the differential pressure 
(PI - P2) across an orifice or a valve is well known: 

2(PI - P2) 

P (a2A~ 1) 
(1.2) 

where Cd is the discharge coefficient and A and a are the cross-sectional areas of 
the pipe and orifice, respectively. When the mean pressure at the vena contracta 
reaches the lowest possible value, there will be no further increase in the discharge 
rate regardless of the decrease in the downstream pressure. Here the downstream 
valve loses control over the flow. Obviously, in the present case, the lowest possible 
value for the minimum pressure is the vapor pressure of the cavitating medium. 

In the case where the pressure downstream of the orifice actually falls to the vapor 
pressure, the cavitation is called chocked cavitation, i.e., the pressure loss is almost 
exclusively used for the vaporization. In case of chocked cavitation, the cavitation 
number was defined by Tullis and Govindrajan as follows: 

(1.3) 
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The calculation of this chocked cavitation number is straightforward: First the 
discharge rate is plotted against the pressure drop (PI - P2). Before chocked 
cavitation, the relation between Q and the pressure differential is almost linear. As 
soon as vaporization is seen downstream of the orifice where Q remains constant 
while the pressure differential increases, this critical value of the pressure differen­
tial is then determined and the corresponding chocked cavitation number is calcu­
lated from Eq. (1.3). The relation between the cavitation number and the chocked 
cavitation number can be obtained as follows: 

By applying Bernoulli's equation between points I and 2 in Figure 1.2 we get 

(1.4) 

where U is the mean velocity in the pipe and f3 is the orifice-to-pipe diameter ratio. 
Application of the momentum equation between cross-sections 2 and 3 gives 

(1.5) 

Thus the combination of Eqs. (1.4) and (1.5) gives 

(1.6) 

Substituting PI - Pffrom this equation and Pf - Pv from the cavitation number, 
we have, 

(1.7) 

Although most hydrodynamic cavitation reactors use the venturi nozzle or an orifice 
for pressure expansion, a simple valve can also be used to cause cavitation, 
depending on its construction and degree of openness. The more open the valve, 
the less likely is the cavitation. The throat cavitation number can be defined as 
(Luche, 1992a) 

(1.8) 

where P T is pressure and U T is the velocity in the throat. If crT is measured for the 
valve or orifice, this can be used to assess the degree of cavitation. For example, 
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Figure 1.3. Critical aT for various valves. (From Young. 1989. with permission.) 

crT = 0 corresponds to choking. For various sizes of orifice in a 7.5-cm diameter 
pipe, inception, corresponding to intermittent bursts of cavitation, occurs when 
crT is about 1. The onset of continuous cavitation occurs at a crT around 0.6. As 
shown in Figure 1.3, for various types of valves the critical values of crT correspond­
ing to continuous cavitation increase with the size of the component. 

1.3. Acoustic Cavitation 

Though sound in the audible range has no effect on chemical reactions, ultra­
sound makes available a range of energies on time scales that are not available from 
any other source. The interest of chemists in power ultrasound has been established, 
whether it be to improve yields, speed up chemical or physical processes, use 
unpurified solvents or reagents, replace phase-transfer catalysts, permit the reaction 
to occur under milder conditions, or as seems in some cases, completely switch the 
reaction pathways. The reason for this has been the formation and implosion of 
cavities during pressure cycles of ultrasound in the frequency range of 22 kHz to 1 
MHz. 

The range of human hearing is from about 16 Hz to 16 kHz, with middle Cat 
261 Hz. The grasshopper operates at around 7 kHz. Ultrasound is the name given 
to sound waves having frequencies higher than those to which the human ear can 
respond, i.e. > 16 kHz. The upper limit of ultrasonic frequency is approximately 5 
MHz for gases and 500 MHz for liquids and solids. While there are reports of 
chemistry being performed with audible and subaudible (i.e., infrasound) frequen­
cies, by far the majority of sonochemistry work uses ultrasound. The uses of 
ultrasound within the large frequency range may be broadly divided into two areas: 
low power, high frequency (1-10 MHz), which is the ultrasound normally used for 
diagnostic purposes, medical scanning, and chemical analysis; and high-power, low 
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frequency (20-100 kHz), which is normally used for cleaning, plastic welding, and 
chemical reactions such as those considered in this monograph. The aim of 
high-power ultrasound is to effect a permanent chemical or physical change in a 
material. To achieve this, a relatively high power density (from less than 1 W to 
thousands of watts cm-2) is required. The energy output produces cavitation and 
microstreaming in liquids. Various sound frequencies and their potential applica­
tions are shown graphically in Figure 1.4. 

The chemical effects of ultrasound do not arise from any direct input of sonic 
energy to species at a molecular level. For example, the velocity of sound in water 
is 1500 ms-1 and the frequency range for ultrasound is between 20 kHz and 10 
MHz. Hence the wavelength of the vibrations generated is in the region of 7.5 to 
0.015 cm. That is, the direct energy output is not sufficient to produce chemical 
reactions. A direct comparison with the electromagnetic spectrum shows that it 
corresponds to the energy associated with long-wave radio broadcasts. 

Sound of any frequency passes through an elastic medium as a longitudinal wave, 
i.e., a series of alternate compressions and rarefactions. This creates an acoustic 
pressure in the medium, PA , which varies with time, t, as shown below: 

P A = P max sin 2nvt (1.9) 

where v is the frequency and P max is the maximum pressure amplitude. This 
equation defines an acoustic intensity, I, as the energy transmitted through 1 m2 of 
fluid per unit time, as represented by 

o 
I 

'1'1

1'1' Middle C 
216 Hz 

Grasshopper Upper ranging bats 
7 kHz 70 kHz 

(1.10) 

Radiowaves • 

r--I Human hearing , .... :.:.: ... , Power ~ High frequency 
~ 16 Hz-16 kHz·' 20 kHz-lOO kHz ~ 1-10 MHz 

Cleaning 
Plastic welding 
Chemical reactivity 

Diagnostic 
Chemical analysis 

Figure 1.4. Range of acoustic frequencies (cpslHz). (From Mason, 199Gb, and Mason and Lorimer, 
1988, with permission.) 
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where p is the density of the fluid in which the speed of sound is c. 
For sonochemical applications, the usual unit of intensity is W cm-2 and the larger 

the intensity, the greater the value of P A and the greater the displacement of 
molecules. Typical sonochemistry intensity-maximum acoustic amplitude values 
are given in Table 1.1. 

Ultrasound intensity varies with distance, d, from its source due to attenuation 
promoted by viscous forces, which results in the heating of the liquid, as represented 
by 

1= 10 exp (-2a.d) 
(1.11) 

where a. is the absorption coefficient and is dependent on a range of factors, such 
as the thermal conductivity and viscosity of the medium. At constant temperatures, 
the ratio (a./v2) must also remain constant so that attenuation is larger at higher 
frequencies. 

Larger a. values result in greater attenuation. Thus high frequencies are attenuated 
more rapidly than low frequencies. One can use Eq. (1.11) to calculate the source 
intensities, 10, necessary to give an acoustic intensity, I, of 20 W cm-2 at a depth of 
10 cm, i.e., a typical sonochemical reaction vessel. The results are summarized in 
Table 1.2. The results shown in this table indicate that higher the frequency of the 
ultrasound, the greater must be the initial intensity to provide an equivalent intensity 
at an equivalent depth. The results also show why sonochemistry is performed in 
the low-frequency (20-100 kHz) region, where there is minimal attenuation of 
sound intensity. 

TABLE 1.1. Acoustic Intensity versus 
Pressure Amplitudea 

Intensity (W cm-2) PA (atm) 

0.1 0.54 

0.2 0.76 

0.5 1.21 

1.0 1.71 

2.0 2.42 

5.0 3.82 

10.0 5.41 

20.0 7.65 

50.0 12.10 

100.0 17.15 

"From Mason (l990b) with pennission. 
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TABLE 1.2. Frequency-intensity 
Re1ationshipsa 

Frequency 10 (W cm-2) 

20kHz 
1 MHz 
20 MHz 

20.0 
30.7 

112.0 

"From Mason (1 990b ) with permission. 
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Since the coupling of the sound field to the medium is imperfect, sonication 
causes increased molecular motion and, at the very least, this promotes very 
efficient mass transfer and mixing and thus can enhance the rates of chemical 
reactions. It can also lead to the disruption of liquid-liquid phase boundaries and 
efficient emulsification; however, the origin of most sonochemical effects is more 
complex. 

Acoustic pressure varies over a range of several atmospheres at kilohertz frequen­
cies. The characteristic effects of ultrasound actually arise from the manner in which 
sound is propagated through the media. Longitudinal molecular vibration in a liquid 
generates a series of compressions and rarefactions, which are simply areas of high 
and low local pressure. When solvent molecules are torn apart with sufficient force 
during a rarefaction, cavities are formed at the spots where the pressure in the liquid 
drops well below its vapor pressure. This can create a series of gas- and vapor-filled 
bubbles for which a variety of fates can be envisaged. In practice, this occurs at 
pressures much less than those required to overcome the tensile strength of a liquid 
since there are always minute dust particles or dissolved gases present that act as 
nucleating sites. 

Cavitation is initiated at nucleation sites where the tensile strength is dramatically 
lowered. Possible sites of reaction induced by cavitation are illustrated in Figure 
1.5. For both liquid and liquid-solid systems, as shown in Table 1.3, water is a more 
suitable liquid inedium than an organic liquid for the cavitation. Thus sonochem­
istry is an attractive technology for the conversion of aqueous waste. An obvious 
site would be small gas bubbles present in the liquid. Free gas bubbles, however, 
present a double bind: small ones of the size needed for acoustic cavitation (a few 
microns in radius) redissolve in a few seconds, whereas larger ones rapidly rise to 
the surface. The nucleation mechanism generally accepted at this time involves gas 
entrapped in small-angle crevices of particulate contaminants. As the crevice-sta­
bilized nucleus is subjected to large, negative acoustic pressures, the bubble column 
grows, releasing small free bubbles into solution or undergoing violent collapse 
itself. Those actions that remove such nucleation sites (e.g., ultrafiltration to remove 
particulates) thus increase the cavitation threshold. In liquids undergoing cavitation, 
it should be noted that after the initial cycle of cavitation, the implosive collapse of 
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Figure 1.5. Possible sites of reaction induced by cavitation. (From Mason and Lorimer, 1988, with 
permission.) 

bubbles generates microcavities, which can then serve as nucleation sites for the 
next cycle. 

Flynn (1964) proposed the generally accepted division of cavitation phenomenon 
in liquids into (1) transient cavitation, in which a short-lived bubble undergoes large 
excursions of size in a few acoustic cycles and may terminate in a violent collapse; 
and (2) stable cavitation, in which a bubble oscillates many times with a limited 
change about its equilibrium radius. In practice, however, this distinction is of 
limited utility because both stable and transient cavitation may occur simultane­
ously in a solution, and a bubble undergoing stable cavitation may change to 
transient cavitation. The oscillatory behavior of cavities in an acoustic field has been 
well described by a variety of mathematical models. One can easily calculate from 
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TABLE 1.3. Comparison of Ultrasonic Cavitation Intensity in Various Liquidsa 

Maximum cavitation Temperature at which 
intensity for a II2 liquid cavitation reaches 

No. Liquid Bpl°C column (46 kHz) (%) maximum intensity/OC 

I. Water 100 100 35 
2. Styrene 146 74 37 
3. Toluene 111 71 29 
4. Tetralin 207 70 55 
5. Cyclohexane 155 70 36 
6. Morpholine 128 65 50 
7. Xylene 137 64 26 
8. Ethylene glycol 197 61 93 
9. Cyclopentanol 141 59 49 

10. Trichloroethylene 87 58 20 
II. Glycerine 290 57 85 
12. n-Amyl acetate 149 57 18 
13. Tetrachloroethylene 121 56 42 
14. n-Butyl acetate 126 56 21 
15. Pyrrole 130 55 40 
16. Methanol 65 52 19 
17. Chloroform 61 50 -3 
18. n-Amyl alcohol 137 47 23 
19. Ethanol 78 46 21 
20. Ethyl acetate 77 45 9 
21. Acetone 56 44 -36 
22. n-Butanol 118 43 32 
23. Benzene 80 43 19 
24. n-Propanol 97 42 27 
25. 1,1,1-Trichloroethane 74 41 18 
26. Dichloromethane 40 38 -40 
27. Methyl acetate 57 38 -32 
28. Naphtha 242 38 35 
29. Isopropanol 82 38 16 
30. Formic acid (85%) 101 37 30 

aFrom Mokry and Starchevesky (1993) with permission. 

such models that at 20 kHz, a typical frequency of laboratory ultrasonic irradiations, 
the resonance size of cavities before implosive collapse will be -170 /-lm, and at 1 
MHz, - 3.3 /-lm. The dynamic process of bubble collapse has been observed by 
Lauterborn (1980b) and others by ultrahigh-speed photography of laser-generated 
cavitation, and the agreement between theory and experiment is remarkably good. 
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1.4. Optic and Particle Cavitation 

As shown in Figure 1.6, optic and particle cavitation occurs when an intense 
energy is deposited on a liquid. Optic cavitation occurs when a liquid is irradiated 
with light of high intensity, such as large pulses of a Q-switched ruby laser. Under 
these conditions, breakdown of the liquid occurs and bubbles are formed that can 
be observed by a high-speed rotating mirror camera. 

Optic cavitation can be achieved by many other laser systems which are capable 
of delivering the necessary intensity and energy in a short enough time, such as the 
neodymium glass or any laser used in nuclear fusion studies, provided the liquid 
under study is transparent enough for the wavelength of the laser. This type of 
cavitation can be observed easily through holography owing to its three-dimen­
sional image storage capability. Holography can also be used to produce multiple 
breakdown sites in the liquid for bubble interaction studies. 

In optic cavitation, photons are used to rupture the liquid. There is no reason why 
other types of elementary particles such as protons and neutrinos cannot accomplish 
a similar breakdown in the liquid. This type of cavitation is generally known as 
particle cavitation. In this type of cavitation, when the charged particle is sent 
through the liquid, it leaves an ionization trail for a fraction of a second. Some of 
the energy from these ions goes into a few fast electrons, which can give up about 
1000 eV of energy in a small volume to produce rapid local heating. If the liquid 
has been superheated by expansion, boiling will occur along the track and this will 
result in the formation of a line of tiny bubbles. As in the other cases, a threshold 
condition is needed for this type of cavitation to occur. Both optic and particle 
cavitations are largely used to study bubble dynamics and the associated reactions 
for a single cavity and its implosion, as well as interactions among multiple cavities 
under a controlled environment. 

"*' flash lamp 
ground gloss plate 

r-----, 

~I ru~b~Y~la~S~er~IF====~~lo:s ::::::I-bubbles 
le?s' - -~ liquid 

,......Cl-, rotating mirror 
L-J camera 

Figure 1.6. Schematic diagram of the set-up for optic cavitation. (From Lauterbom 1972 and 1980, 
with permission.) 
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2.1. INTRODUCTION 

The basic problem in understanding bubble dynamics during the cavitation process 
is determining the pressure and velocity fields in the two-fluid medium along with 
the motion of the bubble wall under the influence of time-dependent (hydrody­
namic, acoustic, or optical) pressure. In this chapter, differential equations describ­
ing the motion of a single cavity and a cluster of cavities are developed which 
indicate how the radius of a cavity (or cluster volume) varies with time. The basic 
physics of the problem is very complex. The complications arise from the following 
facts: 

• The bubble interior is composed of both vapor and gas in an unknown ratio. 
• Many energy losses are involved in damped oscillations of a cavity. 
• A number of discontinuities, such as heat conduction, viscosity, compressi­

bility, surface tension, mass transfer, diffusivity and temperature occur at the 
phase interface, and these have not been sufficiently quantified yet. 

In cavitation bubble dynamics, the problem to be solved is a two-phase hydro­
dynamic one in which two phases are coupled through a moving bubble wall. This 
coupling is not strictly mechanical, but is also one involving mass and heat transfer 
across the bubble wall (i.e., rectified heat and mass diffusion). The mass transfer 
may consist of gas diffusion in and out of a liquid and evaporation-condensation 
of the liquid. Both heat and mass transfer effects are discussed in a separate section. 
Models considering these matters are briefly discussed in this chapter. Each of these 
models, with appropriate adjustments, can be applied to hydrodynamic, acoustic, 
and optical cavitations. 

15 
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2.2. BUBBLE DYNAMICS 

Consider a spherical bubble in an infinite liquid. For such a bubble, all the 
physical parameters are a strong function of r, i.e., the distance from the center of 
the bubble. So the physical picture can be imagined as a moving spherical bubble 
wall separating gas or vapor from a bulk liquid. 

Application of the laws of conservation of mass, momentum, and energy will 
enable one to find the value of velocity and pressure at any point where the bubble 
oscillates under the influence of time-varying pressure. Conservation of mass gives 
an equation of continuity that does not have any constraint on its applicability, while 
conservation of momentum and energy are space dependent, i.e., conservation of 
momentum can be applied to any point in the system, while conservation of energy 
has to be applied to the complete system. 

If the bubble velocity is small compared with the rate of variation in any other 
parameter (for example, pressure, temperature, and concentration of noncon­
densable gas) we can assume that these are constant throughout the bubble, i.e., a 
uniform bubble interior can be assumed. Neppiras (1980) has given the following 
equations for this general case as 

Equation of continuity: 

Equation of momentum: (liquid) 

Equation of energy: 

au au oP 
-+u-::-­at or or 

(2.1) 

(2.2) 

[ 
2 1 (2.3) 

P Sv (aT + u aT):: _p (au + 2U) + 4~ (au _~) + k (02T + ~ aT) + pq or or or r 3 or r 0,2 r or J 

where Sv is specific heat capacity at a constant volume and q is the heat flux (energy 
flow per unit mass per unit volume). 

Gas diffusion in liquid: 

(2.4) 
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where C is the concentration of dissolved gas and D is the diffusivity of gas. 
The boundary conditions at the bubble wall r = R (t) are 

(2.5) 

P + 20 = P + 4/l (au _!!) 
R T 3 ar r 

(2.6) 

The laws of mass and thermal diffusion in the liquid give 

K-=--- -1tR pT L+- --- +p --+PrU aT 1 d (4 3 )[ 4/l (au u)] RCvaT 
ar 41tR2 dt 3 3p ar r T 3 at 

(2.7) 

where PT is the density of the total gas content. 
The boundary condition at r = 00 for time-dependent pressure is as follows: 

(2.8) 

for hydrodynamic cavitation (assuming linear pressure recovery). 

P = Po - PA sin rot for acoustic cavitation. (2.9) 

The equation of state for liquid can be taken as 

p = constant (2.10) 

i.e., an incompressible liquid. The equation for state of gas can be taken as the 
perfect gas equation: 

(2.11) 

This set of eleven equations, along with their boundary conditions, describes the 
pressure, temperature, velocity, and concentration behavior of bubbles. 

2.2a. Bubble Nuclei: Blake Threshold 

The theoretical tensile strength of water at room temperature is about 1000 atm. 
This implies that a sound wave used to induce cavitation should have a pressure 
amplitude of about 1000 atm. However, cavitation is observed with a pressure 
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amplitude of about 1 atm, implying that preexisting nuclei or sites for nucleation 
and growth of bubbles assist cavitation. The most obvious nucleus to consider is a 
small free spherical bubble in a liquid filled with a mixture of the liquid vapor and 
any gas dissolved in the liquid. 

In spite of the physical fact that a bubble never achieves equilibrium, in the 
present analysis we proceed on an assumption of equilibrium. Neglecting vapor 
pressure, we have 

(2.12) 

where PI is pressure in the gas bubble, Po is ambient liquid pressure, Ro is initial 
radius 0 the bubble, and 0' is the surface tension. 

Now rearranging 

(2.13) 

let us call this value of R the critical radius Re for stability. Therefore, 

(2.14) 

We can see that this is an unstable condition for if, R < Re, the surface tension term 
20'IR predominates and the bubble contracts; and if R > Re, the gas pressure Pg 

predominates and the bubble expands indefinitely. 
A bubble may be destabilized by the following four events: 

rise due to buoyancy 
dissolution due to diffusion of gas outside the bubble 
contraction due to surface tension 
growth due to gas pressure 

The minimum pressure amplitude, P A' necessary for the growth of a bubble of 
radius RB can be obtained with following assumptions: (1) the bubble is in a state 
of unstable equilibrium. (2) The bubble is rising slowly and dissolving. 

Following Noltingk and Neppiras (1950), Neppiras (1980), Neppiras and Nolt­
ingk (1952) and Blake (1949), we note that if the bubble is in equilibrium, then the 
pressure inside must be (Po + 20'/ RB) at t = O. At t > 0, the change in the size of the 
bubble can be assumed to be a result of the application of ultrasound and the new 
equilibrium condition is 
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(2.15) 

The left-hand term represents the gas pressure in the bubble due to isothermal 
expansion. On the right, PA is the peak negative acoustic pressure. The minimum 
value of the acoustic pressure required to achieve the steady growth of the bubble 
may be obtained by differentiating the pressure with respect to the bubble radius. 

d(PA - Po) 
=0 (2.16) 

aR 

This gives 

4a (2.17) PA-PO=-
3R* 

where 

R*= [3R~(Po ;a2aIRB) 1 (2.18) 

and is called the critical radius. 
Solving for PA in terms of the initial bubble size, we find P B' which is known as 

the Blake threshold pressure (Walton and Reynolds, 1984) 

(2.19) 

On approximation this gives 

(2.20) 

and 

(2.21) 

RB is the minimum bubble radius that will grow according to the Blake threshold. 
One major constraint on the application of this equation for P B is that it can be 
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applied only to quasi-static processes since it has neglected inertial and viscous 
effects. However, it can be applied to systems where the frequency of the applied 
sound field is very much less than the natural oscillation frequency of the bubble. 
The above procedure is the basic one for estimating the pressure threshold required 
for steady growth of the bubble. More information about this can be found in Flynn 
(1962), Blake (1949), and Knapp et al. (1970). 

2.2b. Dynamic Equations of a Spherical Bubble: Analysis of an Empty 
Bubble 

An empty spherical bubble undergoing either an expansion or contraction can be 
considered as basis for the initial analysis (Figure 2.1). If R is the radius of the 
bubble wall at time t, then dRldt is the radial velocity. Let drldt be the simultaneous 
radial velocity in the liquid space at any distance r. Thus with the assumption of 
the incompressibility of the liquid media: 

Expanding 
Bubble 

Collapsing 
Bubble 

Radial 
Velocities 

dR dr 
dt -d[ 

Figure 2.1. Expanding and collapsing bubbles. (From Young, 1989, with permission.) 
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dr R2(dRI dt) 
dt = f2 

(2.22) 

The radial motion of the bubble is assumed to be irrotational and therefore the 
velocity potential is given as 

<I> = _ SOO dr dr = _R2(dRI dt) 
dt r 

(2.23) 

r 

If P is the pressure in the liquid of a density p at a distance r, and P 00 is the pressure 
in the liquid at infinity, then the equation of motion of the liquid is given by 
Bernoulli's theorem as 

2R (dR)2 R2 (d2R) 
dt + dr 

~(dRJ2 
1 dt (2.24) 

r 2 r4 

To consider the motion of a bubble wall, we put r = R and get 

(2.25) 

where P L = P(t) = pressure in the liquid at the bubble wall. This is the fundamental 
equation of bubble dynamics. 

2.2c. Dynamics of a Gas Bubble 

Next, we consider the dynamics of a bubble where the gas diffuses in and out 
during its oscillations (Figure 2.2). In this case, the gas that entered in the bubble 
during its expansion opposes the reverse motion (i.e., contraction) during the 
negative half-cycle of the operating acoustic pressure and prevents the bubble from 
collapsing. 

We can apply the ideal gas law to this and write 

(2.26) 

where Pg is the gas pressure and Rg is the gas constant. 
According to the gas law for adiabatic changes, that is, Pg [(47t/3)~]Y is constant 

where y is the ratio of the specific heats of a gas, the initial pressure inside the gas 
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Figure 2.2. Schematic radius-time and pressure-time curves for a gas-filled spherical collapsing 
bubble. (From Young, 1989, with permission.) 

bubble is given, according to Eq. (2.12) as (Po + 2cr/Ro) where Po is the ambient 
pressure in the liquid and cr is the surface tension. If the radius changes from Ro to 
R at constant temperature, the gas pressure is given as 

(2.27) 

Substituting this in Eq. (2.25) we get 
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_2CJ_ p ] 
R co 

(2.28) 

This equation was derived by Noltingk and Neppiras (1950) and Neppiras and 
Noltingk (1952) in 1950. In this equation the viscous effects were neglected. 
Poritsky (1952) modified this equation to add the viscous effects. He showed that 
the viscous term arises in the boundary conditions only, rather than through the 
Navier-Stokes equation. If J.I. is the shear viscosity of the liquid, we now have 

This equation is the Rayleigh-Plesset equation. The assumptions involved in its 
derivation are: 

1. The bubble has a spherical geometry during its entire lifetime. 
2. There are no temperature and density gradients inside the bubble, i.e., there 

is a uniform bubble interior. 
3. No body forces such as gravity are present. 
4. The liquid is incompressible. 
5. There is a constant volumetric fraction of gas and vapor in the bubble interior 

during its oscillations. 
6. The partial pressure of the gas inside the bubble is predominant and the effect 

of vapor pressure is negligible. 
7. Only one gas bubble or cavity is considered at a time. 
8. There is no interference from dissolved gases. 
9. Collapse is adiabatic and hence heat and mass transfer effects are neglected. 

10. The effect of turbulence on bubble behavior is neglected. 

This equation was also derived by Apfel (1981) in an interesting manner. The 
kinetic energy of a mass of liquid surrounding a pUlsating sphere of radius R is 
given by 112 [Mer/..dR/dt)2], where Meff is the effective mass felt by a sphere and 
is given by three times the mass of liquid that would fill the sphere, that is 
Meff = 3p [(4n/3) R3], where p is the liquid density. 

This kinetic energy minus the energy dissipation at the surface due to viscous 
effects is equal to the work done by CJ and the internal and liquid pressures 
P j and Po' respectively. This can be expressed as 
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2 R[ ] R ) 1 dR 4J.L dR 2 20' 2 
-M (-J -J --(-) 41tR dR=J(Po-p -- 41tR dR 2 eff dt Rdt lOR 

Ro Ro 

(2.30) 

where J.L is the viscosity of the liquid and Ro is the initial radius. Differentiating with 
respect to R and dividing by 41tR2p yields 

(2.31) 

The first two terms in this equation represent the inertial effect; the next term is the 
effect of viscous stresses at the surface; the fourth term represents the surface 
tension effect; and the final term is the pressure effect. 

2.2d. Equation Involving Compressibility of a Liquid 

During collapse the bubble wall velocity exceeds the velocity of sound in the 
cavitating medium and in such cases the assumption of incompressibility is not 
valid. The simplest and most practical assumption in this regard will be that of 
constant stiffness and therefore the equation of state can be defined as 
(dPldp) = C2. However, this assumption restricts the applicability ofthe analysis 
to only those cases where the bubble wall velocity is smaller than the velocity of 
sound in water. Also, it introduces the effect of loss of energy by sound radiation. 
Flynn (1964) then showed that if we neglect surface tension and viscosity, Eq. (2.31) 
yields the acoustic approximation 

(2.32) 

In Herring's (1941) analysis, he took into consideration not only the sound 
radiation but also the storage of energy in the medium through the compression of 
liquid. He obtained a similar equation: 

(I 2(dRldt»)R d2R 1.(1 _ 4(dRldt») (dR)2 
+ C dr + 2 3C dt 

=l[p +R(I_(dRldt»)dPL _ p ] 
pLC C dt 00 

(2.33) 

Kirkwood and Bethe (1942) stated that during bubble collapse the shock waves 
produced travel in the fluid medium with a velocity that is equal to the sum of the 
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velocities of sound and fluid. Using this approximation, Gilmore (1952) obtained 
the equation 

(1 _ (dRldt»)R d2R + ~(1 _ (dR/dt») (dR)2 
C dr 2 3C dt 

(2.34) 

where H is the difference in the liquid enthalpy between the bubble wall and infinity 
and C is the velocity of sound at the bubble wall. Both H and C are functions of 
motion, thus giving a complex but very accurate equation. A comparison of the 
cavity-wall velocities developed on implosion for Rayleigh, Herring-Trilling, and 
Gilmore models of the empty cavity is shown in Figure 2.3 (Young, 1989). 

The oscillations of a bubble in a compressible liquid have also been studied by 
Keller and Miksis (1980), Lastman and Wentzell (1981), and Prosperetti and Lezzi 
(1986, 1987) using a perturbation analysis method. 
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Figure 2.3. Comparison of the cavity-wall velocities developed on implosions for three models of the 
empty cavity: (1) Rayleigh model. (2) Herring-Trilling model. and (3) Gilmore model. (From Young. 
1989. with permission.) 
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2.2e. Rayleigh Analysis of a Cavity and Its Extensions 

According to Besant (1889), two main objectives of the formulation of bubble 
dynamics are (1) to determine the change in pressure at any point in the media, and 
(2) to calculate the time required for the cavity to grow fully, when a time-variant 
pressure is suddenly imposed on the fluid medium. Rayleigh (1917) worked along 
the same lines and in a paper published in Philosophical Magazine gave a complete 
treatment of bubble dynamics using energy considerations. This analysis, being 
most original and fundamental, is given below in detail. 

If dRldt is the velocity and R is the radius of a bubble boundary at a time t and 
drldt is the simultaneous velocity at any distance r (greater than R) from center, 
then 

(drldt) R2 

(dRldt) ;: 

and if P is the density of the liquid, the whole kinetic energy of the liquid is 

1 00 (d )2 (dR)2 "2 p! :r 41t? dr = 21tp dt ~ 

(2.35) 

(2.36) 

(Note that R is constant in this integration.) Also, if we consider the hydrostatic 
pressure in the liquid to be constant, then 

Po (the ambient liquid pressure) = P 00 (the liquid pressure at infinity) (2.37) 

Therefore, if Ro is the initial value of R, the work done by hydrostatic pressure is 
(41t/3) Po (R~ - R\ assuming isothermal compression. When these two expres­
sions are equated, we get 21tp (dRldt)2 R3 = (41t/3) Po (R~ - W) and we get the 
expression for velocity as 

dR (2.38) 

dt 
-

and integrating by separation of variables 

(2.39) 
dt=dR 

and 
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(2.40) 

or 

1 

t=R -V 3p J ~3I2d~ 
o 2P ( 3)112 o ~ 1- ~ 

(2.41) 

where ~ = R/ Ro. 
The time of collapse for a given fraction of the original radius is proportional to 

R~pII2PQ1I2. The time Tfor complete collapse is obtained by putting ~ = O. Writing 
~ =Z, we have 

1 312 1 

J ~ d~ =.!.Jz-1I6(1-zrl12dZ 

( 3)112 3 o 1- ~ 0 

which may be expressed by means of r functions. Thus, 

therefore, 

't = R ~ P r(5/6)r(1I2) 
o 6Po r(4/3) 

't = 0.91 Ro "f 
o 

(2.42) 

(2.43) 

(2.44) 

Rayleigh's analysis loses none of its simplicity if we assume that a cavity is filled 
with vapor at its constant equilibrium pressure Pv. The expression (Po - P) then 
simply replaces Po. Also, surface tension may be included with a little additional 
complication; the problem remains analytic. 

Rayleigh's treatment can also be applied to the expansion of an empty cavity as 
well as to its collapse. The ambient pressure then has the form of a rectangular wave 
and we must assume that the cavity is drawn out from a nucleus in the form of an 
un wetted sphere. 

It is easy to see that the radial velocity is approximately constant over most of 
the expansion phase, at the value (dR/dt) = (2P~/3p)112 where P~ is the constant 
tension. It can also be shown that when Po = P~, the collapse time is approximately 
three-quarters of the expansion time. 
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2.2f. Adiabatic Collapse of a Gas-Filled Cavity 

The analysis described in the previous section loses its physical significance 
when the bubble wall radius reduces to zero. In this case, according to Eq. (2.35), 
the bubble wall velocity becomes infinity. This is physically absurd. To alleviate 
this problem, instead of an empty cavity, Rayleigh assumed a cavity that contained 
some gas in it initially. The compression of the gas was assumed to be isothermal 
rather than adiabatic, which presented a more authentic physical picture. In the 
isothermal case, the external work done on the system is equal to the sum of the 
kinetic energy of the liquid and the work done in compressing the gas; that is 

4nP 0 ( 3 3) (dR)2 3 3 (Rmax) -3 - Rmax - R = 2np dt R + 4n QRmax In R (2.45) 

where Q is the initial pressure of the gas, Rmax is the maximum radius of the bubble, 
which is initial condition for a collapsing bubble, and dRldt = 0 when 

P(1 - Z) + Q log Z = 0 

where 

(2.46) 

Rayleigh (1917) assumed that whatever the (positive) value of Q, dRldt returns 
to zero before complete collapse. The boundary oscillates between two points, one 
of which is initial. The equation gives, for the bubble wall velocity, 

(2.47) 

In view of the short collapse time, an adiabatic rather than an isothermal collapse 
is more realistic. The bubble wall motion is now given by Eq. (2.47) which, if we 
neglect surface tension and replace the liquid pressure at infinity P by P ~ (the liquid 
pressure at transient collapse), becomes 

(2.48) 

Neppiras (1980) showed that the first equation gives an energy equation for 
collapse 
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2 

1 (dR) =P (Z-I)-Q (Z-Z1) 
2 P dt m I-y 

(2.49) 

where Z is the ratio RIRmax' A numerical integration will give the R-t curve. This 
follows the Rayleigh solution for most of its trajectory. Differentiation of the above 
equation gives the acceleration of the bubble wall: 

(2.50) 

Setting dRldt = 0 in Eq. (2.50), the minimum radius, Rmin, is reached by the 
collapsing cavity and is given by 

(2.51) 

Approximately, assuming Q « Pm for a typical acoustically generated cavity, the 
maximum collapse speed given by (d2R/dr) = 0 occurs at 

(2.52) 

or alternately we can say (RIRmin)3(Y-I) "" y, and its value is 

(2.53) 

Under adiabatic compression we easily find the maximum pressure P max' and 
maximum temperature T max reached by the gas: 

(2.54) 

T "" T. [P m(Y - I)] = T. 7(y-l) 
max 0 Q if" 

(2.55) 



30 CHAPTER 2 

where Q is the initial pressure and To is the initial temperature of the gas in the 
bubble. 

Every bubble is associated with a resonance frequency. It is given, for a resonance 
size Rr, as 

(2.56) 

Some interesting effects are predicted when the natural resonance frequency of the 
bubble matches the adiabatic collapse time. The maximum Mach number for the 
bubble wall velocity for a collapsing gas-filled bubble for various liquid pressures 
at transient collapse, Pm' is shown in Figure 2.4 (Young, 1989). 

2.2g. Damping of Stable Bubbles 

There are three ways in which bubble oscillations can be damped: 

1. Viscosity acts on the surface as a retardant, i.e., it reduces the velocity of the 
bubble wall during both its contraction and its expansion. Mallock (1910) has 
treated this problem in detail. He considered a small shell of liquid at the bubble 
surface. This element has finite radial and lateral dimensions at the instant the 
bubble radius is at its mean position. When a bubble expands, the small liquid 

I.Or---------------,~,__, 

Figure 2.4. Maximum Mach number for the bubble wall velocity for a collapsing gas-filled bubble. 
(From Young, 1989, with permission.) 
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element is distorted and the radial thickness decreases while the lateral dimension 
increases. Since the liquid is incompressible, the distortion is not caused by a change 
in volume, but by viscous stresses. Consequently, more energy is required to 
compress the bubble than what is regained in the subsequent expansion. 

The forced harmonic oscillator equation for an oscillating bubble is given as 

(2.57) 

The damping constant due to viscous dissipation is given by 

(2.58) 

To obtain an expression for b, the velocity u of the liquid at radius r is 
[R~(d~b/dt)]Ir2 where ~b/dt is the velocity at the bubble surface of radius Ro. 
Lamb (1975) has given the expression for the dissipation function, that is, 
31l(du/ dr)2 per unit volume of liquid, where Il is the coefficient of shear viscosity 
of the liquid. In the liquid, this volume rate of dissipation becomes 
12JlR~ [(d~b/dt)2/~]. To obtain the total rate of energy loss, the latter expression 
is integrated over all space outside the bubble, although there are no effective 
contributions to the integral beyond a few bubble radii from the center. The result 
can be expressed in the form b(d~b/dti, where b = bv (damping constant) and is 
equal to 16n JlRo. Letting 0v be the contribution to damping from viscous dissipa­
tion, we obtain, by using the expression for m = 4~p, 

(2.59) 

Here 00, = 2nI" where I, is the resonance frequency of the bubble. For an air 
bubble in water, 0v = 0.06. 

2. Sound radiation damping occurs because an oscillating bubble radiates 
surface waves, thereby expending some of its energy. This energy loss can be seen 
from the fact that a spherical wave at the bubble surface has a component in phase 
with the particle velocity. If the velocity of the bubble surface is ~b/ dt, the interface 
pressure component is given by p C(ooRo/C)2 (d~bldt), where C is the velocity of 
sound in liquid. The rate at which work is done by the bubble on the media per unit 
area of its surface is then p C(ooRo/C)2 (d~~/dtf For the entire bubble this should 
be multiplied by 41tR~, yielding 4<p(00 IC) (~b/dti = b,(d~b/dt)2. The time 
average of this expression is not zero and the bubble continually loses energy to the 
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surrounding liquid in generating a spherical wave. The damping constant Or arising 
from radiation losses is 

This gives 

(2.61) 

For an air bubble in water, or is about 0.014. 
3. Thermal damping is the result of thermal conduction from gas in the bubble 

to the liquid, which will tend to lower any increase in the temperature and pressure 
in the cavity. This thermal coupling turns out to be the most important source of 
damping in most cases. Devin (1954) provided a detailed survey comparing the 
three processes for an air bubble in water. Flynn (1964) has discussed the three 
forms of damping for both stable and transient conditions. The most recent account 
of the three forms is given by Prosperetti (1977). 

Devin (1954) derived an expression for damping due to thermal conduction. The 
damping constant 0, is evaluated in terms of Ro, Po' y, and a, where a is the ratio 
of Ro to Lg, the thermal diffusion length in the gas, given by Lg = (2D/oo) 1 12 where 
Dg is the thermal diffusivity in the gas, Dg = kp/Cp' where k is the thermal 
conductivity and Cp is the specific heat at constant pressure. After a complicated 
analysis, Devin (1954) deduced the following expression for the damping constant: 

0= a-I ",,3(y-l) 
, 0.+ 2a2/3(y - 1) 20. 

(2.62) 

which is valid for large bubbles where a ~ 2.5. For small bubbles, where a :::;; 1, the 
result is 

0= 2o.2(y-l) 
, 15y 

(2.63) 

Very small and very large values of a correspond to isothermal and adiabatic 
behavior, respectively. For a bubble in water, 0, is about 0.07. The total damping 
constant is calculated by adding the three contributions: 

(2.64) 
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Few reported experimental measurements (Schneider, 1949; Hickling and Plesset, 
1964) agree reasonably well with the numerical predictions obtained from the above 
sets of equations. 

2.2h. Modifications for Hydrodynamic Cavitation 

In earlier sections a general equation was presented that takes into account the 
effects of viscosity and surface tension on the gas content of a cavity. The bubble 
behavior is a function of applied pressure, which in turn is time dependent. In the 
case of acoustic cavitation, it is represented as Po - P A sin rot where PAis the peak 
amplitude pressure and ro is the angular frequency. In hydrodynamic cavitation, the 
cavity collapse is a result of pressure recovery from the lowest pressure encountered 
at the vena contracta of the orifice. The distance of the recovery of pressure has 
been converted into a time scale by dividing it by the velocity of the fluid in the 
pipeline. Thus, P ~ in the Rayleigh-Plesset equation for the case of hydrodynamic 
cavitation is replaced by 

(2.65) 

where P v is the vapor pressure of the medium that is equivalent to absolute pressure 
at the vena contracta for the initiation of the cavity and P 2 is the final recovered 
pressure. The value of P2 and UV (equivalentto 1/f) can be varied independently; 
this is similar to the independent variations of acoustic pressure amplitude and 
frequency of irradiation in the case of acoustic cavitation. 

Role of Turbulence. The reexpansion of flow downstream of the orifice results 
in the formation of eddies that are responsible for turbulence (Kolmogoroff, 1941a, 
b, c). The generation of turbulence causes fluctuations in the velocity of the flow 
downstream of the orifice. In turbulent flow, the instantaneous velocity in the x 
direction is given as 

(2.66) 

where \Ix is the time-averaged velocity at any point in the flowing fluid and v; is the 
instantaneous fluctuation velocity. It is convenient to express the amplitude of the 
fluctuating velocities in the x direction as (Vx)2, which is the mean of the squares of 
the fluctuation velocities, this being necessarily positive. One can also take the 
square root of the mean of squares to get a root-mean-square fluctuating velocity 
v;. A similar treatment can be used for fluctuations in other directions. The turbulent 
kinetic energy per unit mass is 
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(2.67) 

Hence the rate of loss of kinetic energy due to turbulence is given as 

(2.68) 

Here we make an assumption of isotropic turbulence (where v; = v; = v;). Then the 
above expression becomes 

PM = -312 d/ dt 0")2 (2.69) 

For isotropic turbulence, the fluctuation velocity v' and the length scale of the 
eddy (I) can be defined in terms of the power input per unit mass of the system, 
PM. It is equal to the rate of dissipation of energy by a unit mass of turbulent fluid, 
and the relations are (Kolmogoroff, 1941a, b, c) 

(2.70) 

The frequency of the velocity perturbations within the eddies is given as 

(2.71) 

In the present analysis we estimated PM by considering the permanent pressure 
head loss a function of the ratio of orifice-to-pipe diameter. The product of the head 
loss and the volumetric flow rate will give the energy dissipated due to eddy and 
turbulence losses. This energy divided by the mass of the water in the region of 
pressure recovery (typically eight pipe diameters downstream of the orifice) gives 
PM. Also, the pressure drop in skin friction, which is given as (for turbulent flow) 

(2.72) 

is added to PM. Here.r is the friction factor, L is the length of the pressure recovery 
zone, and dp is the diameter of the pipe. 

The Prandtl eddy model has been used to estimate the length scale. According to 
this model, the length scale is given as 

1= 0.08 d (2.73) 

where d is the diameter of the conduit through which fluid and associated material 
flow. In the region near the orifice where the fluid stream narrows down and the 
flow area becomes equal to the area of the orifice, the eddy size is 0.08 do (do = 
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diameter of the orifice). Thereafter as the stream expands and the flow area equals 
~e area of the pipe after full pressure recovery, the scale is 0.08 dp (dp = pipe 
dIameter). To find the frequency of turbulence, we have taken the average length 
scales at two extremes. 

Now, for hydrodynamic cavitation, the pressure recovery profile is assumed to 
be a linear one over which turbulent pressure fluctuations can be superimposed. 
The pressure P 00 (i.e., the pressure at a large distance from bubble) decides the 
bubble behavior. Here the local pressure without turbulence can be estimated as 

(2.74) 

where t is the pressure recovery time. 
The time for pressure recovery can be found through Newton's equations. For an 

assumed recovery pressure (P 2) downstream of the orifice, the velocity near the 
orifice can be estimated from Eq. (1.1) for CJc = 1.0. This velocity decreases with 
the distance downstream of the orifice and reaches the mean pipe velocity when 
full pressure recovery takes place. The pipe velocity can be calculated by equating 
volumetric flow rate, 

(2.75) 

Given the knowledge of v 0 and v p' the time of pressure recovery can be calculated 
using the following two equations: 

(2.76) 

L= v/+ 112ar (2.77) 

where L is the distance for the total pressure recovery, which is typically eight pipe 
diameters downstream of the orifice and a is the acceleration or deceleration of the 
fluid stream. 

For simulation purposes, the downstream pressure on the orifice at a particular 
point was obtained by assuming a linear recovery profile in Eq. (2.74). Using this 
pressure and Bernoulli's equation (between that particular point and a point where 
full pressure recovery takes place), the velocity at that particular point was calcu­
lated (v,). The turbulent pressure fluctuations were then superimposed over it by 
assuming a sinusoidal velocity variation in the instantaneous velocity. Thus the new 
velocity is given as 

vln = VI + v'sin (21tfrt) (2.78) 
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where vtn is also a function of time and t is the numerical integration step. Using 
this new turbulent velocity, the static pressure was back calculated. It is given as 

(2.79) 

This pressure profile (shown diagramatically in Figure 1.2) can be substituted as 
P _ in Eq. (2.74). This equation can then be solved using the Runge-Kutta fourth­
order method to get the radius-time and pressure-time history of bubble oscillations. 
The effects of various system variables on the cavity behavior obtained from this 
model are described in Chapter 3. 

2.3. CLUSTER DYNAMICS 

Research in the field of cavitation chemistry has largely concentrated on the 
analysis of the dynamics and collapse of a single cavity or bubble. In reality, 
nucleation of a number of cavities can occur in a narrow region, resulting in the 
formation of clusters of cavities or bubbles. Within the clusters of cavities, different 
cavities and bubbles are in different modes of oscillation at the same time. Here the 
dynamics of a single cavity are affected not only by the bulk pressure variation but 
also by the pressure fluctuations resulting from oscillations of adjacent bubbles. 
The cavities collapse successively from the outer boundary of the cluster so that 
those collapsing first strengthen the collapse of their successors. The experimental 
measurements of the pressure pulses show a mismatch with the pressure pulses 
obtained from the simulations of a single cavity and this observation further 
supports the observation that bubbles and cavities exist in the form of clusters and 
not individually. The formation of a cluster of cavities is graphically illustrated in 
Figure 2.5. 

A study of the dynamics and collapse of a bubble cluster will help a designer to 
model and scale up a cavitation reactor in a better and more reliable way. In this 
section, therefore, a model illustrating the dynamics of a bubble cluster under both 
hydrodynamic and acoustic cavitations is described. Some important conclusions 
on the effects of various system parameters on cluster behavior are discussed in 
Chapter 3. A mathematical model illustrating cluster behavior is described below. 
For hydrodynamic cavitation, this model should be combined with the role of 
turbulence as described in Section 2.2h. For acoustic cavitation, P _ should be 
substituted from the equations in Sections 2.2a to 2.2g. The model predicts the 
radius and pressure pulse history of the clusters. 
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Figure 2.S. Schematics of typical cavity clusters in an alcohol-water mixture, 

2.3a. Model Equations for Cluster Dynamics 

37 

In a hydrodynamic cavitation reactor, just like single cavity formation, a cluster 
of cavities is produced by throttling a valve downstream of a pump. When the 
discharge of a pump is passed through an orifice, the liquid loses its pressure head 
at the expense of the velocity head downstream of the orifice, and pressure falls. 
As a result, the dissolved gas may be liberated and if the pressure falls below the 
vapor pressure of the liquid, some local evaporation may occur, giving rise to vapor 
bubbles. When the nuclei of these bubbles are very close to each other, they form 
clusters that oscillate and later collapse with the recovery of pressure downstream 
of the orifice. 

We consider a cluster of cavities that is bounded by an incompressible fluid and 
possibly by solid surfaces. Initially the system is supposed to be in equilibrium, the 
pressure inside the cluster being equal to the pressure of the surrounding liquid. An 
increase in the far-field pressure in the liquid with the corresponding decrease in 
the velocity initiates the collapse of the cluster from its free boundary, which moves 
toward the center as the cavities collapse. Just after the pressure increase, the energy 
of the system is purely potential, but as the cluster volume shrinks this energy 
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gradually first gets converted into kinetic energy of the liquid in the region Q 1 

outside Q c. As the individual cavities collapse, a part of the wave energy is radiated 
into the remaining cluster where it is absorbed and contributes to the further collapse 
of cavities. The remaining portion of the wave energy is radiated to the bulk liquid 
and is usually lost. Thus, the change in the sum of the potential and the kinetic 
energies of the system due to a small change in volume of the cluster dQc (at the 
local pressure in the liquid surrounding the individual cavity) which is lost by 
radiation and dissipation can be expressed as 

drfp~WdQc + f l!2p x i x dQ1] = (l-y)P12W dQc 

~c Q 1 

(2.80) 

[The first term on the left-hand side (l.h.s.) in the bracket represents the potential 
energy of the cluster, while the second term represents the kinetic energy of the 
liquid. The term on the right-hand side (r.h.s.) represents the mean potential energy 
of the collapse of cavities.] Here p and v are the density and velocity in the liquid, 
respectively, while P is the pressure at the liquid boundary. The sound velocity in 
the two-phase medium and the pressure ratio across the cluster boundary give 

(2.81) 

where Vsh is the velocity of the cluster boundary, and W is measured just inside the 
boundary. If the cluster configuration is specified, Eqs. (2.80) and (2.81) determine 
the collapse equation of the cluster. For a spherically symmetrical cavity cluster of 
initial radius Ro and instantaneous radius R in an infinite liquid, we have 
Vsh = dRldt and v = ([rk) R21r2, which gives the collapse equation 

(2.82) 

It should be noted that for dWldR = 0, y' = 1, the equation is analogous to the 
spherical collapse equation of a single cavity. In spherical collapse of individual 
cavities, about half the collapse energy is radiated into the cluster, while in 
nonspherical collapse, a larger fraction is preserved. The collapse time as well as 
the pressure P are significantly affected by the W(R) function while y' primarily 
affects P and thus the violence with which individual cavities collapse. Theoreti­
cally the collapse velocity becomes infinity as R ~ 0 and P grows unrestrictedly, 
but the model ceases to be valid when R becomes of the order of the cavity distance. 
For small R, the pressure P is independent of W, but for large ones P decreases with 
(3'. 
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The above sets of equations can be solved with appropriate substitutions for P 
for both hydrodynamic and acoustic cavitations as described in Section 2.2. The 
effects of various system variables on cluster behavior based on this simulation are 
described in Chapter 3. 

2.4. HEAT AND MASS TRANSFER EFFECTS IN CAVITATION 

In order to understand the cavitation phenomenon in a better way, it is necessary 
to understand the heat and mass transfer effects associated with bubble oscillations. 
Here we briefly review the literature concerning heat and mass transfer effects. The 
subject is covered in three parts: 

rectified diffusion, i.e., mass transfer of gas through a bubble surface where heat 
transfer effects are neglected 

rectified heat transfer in bubble oscillations (mainly oscillations of vapor bub­
bles) 

effect of simultaneous diffusion and heat transfer on bubble dynamics (simulta­
neous heat and mass transfer) 

2.4a. Rectified Diffusion 

A concept of general interest in the area of acoustic cavitation is that of rectified 
diffusion. This process involves the slow growth of a pulsating gas bubble due to 
an average flow of mass into the bubble as a function of time. This rectification of 
mass is a direct consequence of the pressure field applied and can be important 
wherever a sufficiently intense sound field of acoustic pressure amplitude greater 
than 0.01 MPa or so exists in a liquid containing dissolved gas; i.e., the liquid may 
be undersaturated, saturated, or oversaturated with gas. In the presence of an applied 
sound field, however, the bubble radius is forced to oscillate about an equilibrium 
value, and these oscillations can prevent eventual dissolution of the bubble and even 
cause it to grow because of the following effects: 

Area effect. When a bubble contracts, the concentration of the gas in the 
interior of the bubble increases, and the gas diffuses from the bubble. Similarly, 
when a bubble expands, the concentration of the gas decreases and gas diffuses 
into the bubble. Since diffusion rate is proportional to area, more gas will enter 
during expansion than will leave during contraction of the bubble. Therefore, 
over a complete cycle there will be a net increase in the amount of the gas in 
the bubble. 

Shell effect. The diffusion rate of gas in a liquid is proportional to the gradient of 
the concentration of the dissolved gas. 



40 CHAPTER 2 

Consider a spherical shell surrounding a bubble. When a bubble contracts, this 
shell expands, and the concentration of the gas near the bubble wall is reduced. 
Thus the rate of diffusion of gas away from the bubble is greater than when the 
bubble is at its equilibrium radius. Conversely, when a bubble expands, the 
concentration of the gas near the bubble is increased, and the rate of diffusion toward 
the bubble is greater than the average. The net effect of this convection is to enhance 
the rectified diffusion. 

Both area and shell effects are necessary for an adequate description of the 
phenomenon. Historically, the concept of rectified diffusion was apparently first 
recognized by Harvey et al. (1944), who considered the importance of this concept 
in the formation of bubbles in animals. They were able to recognize the area effect 
that would lead to growth, and they called rectified diffusion the principle of 
incremental enlargement, recognizing that the growth during one cycle may be 
quite small. 

Blake (1949) was the first to attempt a theoretical analysis of rectified diffusion, 
but considered only the area effect and thus his crude approach was in considerable 
disagreement with the first reported measurement by Strasberg (1976). The equa­
tion obtained by Blake for rectified diffusion was 

-=-nDC 1l~ - (1 +2<1» dm 2 [PA ) 
dt 3 0''0 Po 

(2.83) 

where D is the diffusivity of gas through the liquid, Co is the concentration of the 
dissolved gas in the liquid when it is saturated at the static pressure, Ro is the initial 
bubble radius, and PA is peak pressure amplitude. <I> = Ro (nf/D) 1 12 is a parameter 
expressing the ratio of a bubble radius to the diffusion thickness andf is the sound 
frequency. The derivation of this equation assumes that a bubble pulsates isother­
mally and linearly and that <I> » 1. In the absence of sound, if the liquid is 
undersaturated, a steady diffusion occurs out of the bubble, causing it to dissolve. 
The steady outward diffusion in the absence of sound is given approximately by 

(2.84) 

where (J is the surface tension and C~ is the actual concentration of the dissolved 
gas in the liquid far from the bubble. The threshold sound pressure can be calculated 
by adding Eqs. (2.83) and (2.84) and solving for PA' setting d(m + m')ldt = o. The 
threshold obtained by Blake was 
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112 [1 + (2a/Rr/'o) - (C.JCO)] 
PA(t) = (6) Po 

1 +Ro4> 
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(2.85) 

Pode (1953) and Rosenberg (1953) attempted to refine Blake's theory. Pode's 
analysis differed from Blake's in two aspects: 

1. A convection term is included in the differential equation that represents the 
diffusion of gas through the liquid, to account for transport of gas molecules 
brought about by the alternating radial motion of the liquid surrounding the 
pulsating bubble. 

2. The effect of the motion of the bubble wall on diffusion is included. Although 
Pode's analysis began with these factors being taken into account, apparently 
because of approximations made to solve the equation, the influence of the 
convection term disappeared and his results were not much different from 
those of Blake. 

The importance of the convection term was demonstrated when Hsieh and Plesset 
(1961) included this effect in a correct way. This paper was a landmark in the 
development of the theory of rectified diffusion. Since the primary concern of the 
paper was the effect of diffusion rather than the dynamic aspects, in the analysis 
the oscillating pressure inside the gas bubble was given preference over the pressure 
in the liquid at infinity. The procedure was not very arbitrary since in the linearized 
approximation at steady state the pressure inside the bubble behaves in essentially 
the same manner as the externally applied pressure except for a phase difference 
and a small modification of amplitude. A paper highlighting this result was 
published by the same authors (1961). 

The pressure within a gas bubble was assumed to be uniform and can be denoted 
as P(t), which can be expressed as 

P(t) = Po (1 - E sin rot) (2.86) 

where Po is the initial pressure and ro is the angular frequency of ultrasound. It is 
assumed that E « 1 so that the linearization procedure may be carried out. It is also 
assumed that the gas inside a bubble behaves isothermally during expansion and 
compression. It follows that 

R(t) = Ro (1 + 0 sin rot) + 0(02) 
(2.87) 

where -30 = E, R is the radius of the bubble at time t, and Ro is the initial or 
eqUilibrium radius corresponding to Po. A more general assumption regarding the 
thermodynamic behavior of the bubble leads to a phase difference between (P -
Po) and (R - Ro). This possibility is not considered since no essential new feature 
is introduced by this complication. Thus, 
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(2.88) 

where C is the concentration of gas dissolved in the liquid, D is the coefficient of 
diffusion, and the integration is over the surface S of the bubble wall. Since the 
bubble is assumed to be spherical, this expression simplifies to 

(2.89) 

The concentration C is a solution of the diffusion equation 

(2.90) 

Here q is the flow velocity of the liquid. For an irrotational flow field in the liquid, 
it is known that q = [(R2/?)(dRldt)]. 

The boundary conditions are specified in the following way: The amount of gas 
dissolved in the liquid does not change with time at a large distance from the bubble; 
that is, C ~ Coo, a constant, as r ~ 00. The dissolved gas concentration in the liquid 
near the bubble wall is determined in accordance with Henry's law, which says that 
the concentration of dissolved gas at a constant temperature is proportional to the 
pressure. It follows that at r = R, C = aP(R) where a is a constant characteristic of 
the liquid-gas combination. Also, since C ~ Coo everywhere when there is no 
disturbance in the equilibrium, one has aPo = Coo. The formulation of the boundary 
condition for the solution of the equation is thus 

C = Coo as r ~ 00 (2.91) 

C= Coo (1 + E sinwt) at r=R (2.92) 

The initial condition is specified as follows: 

C(r, t) = Coo for t:$ 0 for all r (2.93) 

Because of the steady-state assumption, only an asymptotic solution for a large t 
was found. After a rigorous procedure to solve the equations, Hsieh and Plesset 
obtained the rate of gas flow into the bubble as 
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(2.94) 

Thus, the leading tenn for the average rate of flow of gas into the bubble is 

(2.95) 

Since 

(2.96) 

One may also write 

(2.97) 

Thus, when the ratio of the pressure amplitude P A to the mean pressure Po is 
sufficiently small, bubble growth by rectification is detennined by this leading tenn. 
The mass of gas inside the bubble is 

(2.98) 

The mean density of the gas, Pg, remains unchanged during the slow growth so that 

dm 2 
- = 4np R (dR Idt) dt g'''O 0 

(2.99) 

Therefore the rate of increase of mass in the bubble by rectification is 

dm 2 dt = <J> = (8nI3) DC""E Ro 
(2.100) 

Strasberg (1976) showed that Eq. (2.100) correctly justified the results of his 
measurements. 

Eller and Flynn (1965) extended the analysis to include nonlinear or large-am­
plitude effects by treating the boundary condition of the moving wall in a slightly 
different way. Their approach was to separate the general problem into an equation 
for the motion of the bubble wall and a diffusion equation (Fick's law of mass 
transfer) for the concentration of gas in the liquid alone. The equation for the gas 
bubble motion is given as 
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Eller and Flynn (1965) showed that the time rate of change in the number of moles 
n of a gas in a bubble is given by 

(2.102) 

where Co is the equilibrium or saturation concentration of the gas in the liquid in 
moles per unit volume; the pointed brackets imply time average; t is time and H is 
defined by 

Coo 
H=-­

Co 

(2.103) 

Here Ci is the concentration of dissolved gas in the liquid far from the bubble. Pi' 
the pressure of the gas in the bubble at radius R, is given by 

(2.104) 

where 11 is the polytropic index. The values of R1Ro to be used in the above equations 
are obtained by an expansion solution in the form 

(2.105) 

where 

(2.106) 

(311 + 1 - P2)/4 + (cr/4RoPo)(611 + 2 - 4/311) 
K=~~--~~------~-----------

1 + (2cr/4RoPo)(l- 11311) 

(2.107) 
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(2.108) 

and 

(2.109) 

ror is the resonance frequency of the oscillations of a bubble and is given as 

1 [ 20] ro2=- 3n P --
r pR 'loR o 0 

(2.110) 

Here b is the damping constant of bubbles and is made up of contributions from the 
thermal, viscous, and radiation effects. 

The results of Hsieh and Plesset (1960, 1961) were essentially equivalent to those 
of Eller and Flynn where inertial effects were added to the Hsieh and Plesset 
approach. The measurements by Strasberg were extended by Eller (1972, 1975) to 
include both threshold and growth rate. He obtained the threshold for rectified 
diffusion as 

(2.111) 

The polytropic index 11 is given as 

11 = Y (1 + d2)-1 [1 + 3(y - 1) [Sin hX - sin X )Jl 
I X cos hX - cos X 

(2.112) 

where 

d = 3( _ 1) [ x(sin hX + sin X) - 2(cos hX - cos X) ] (2.113) 
I Y X2(COS hX - cos X) + 3(y - l)x(sin hX - sin X) 

and X = Ro(2ro/a) 1 12. Here y is the ratio of specific heats and a = klpCp where k 
is the thermal conductivity of the gas in the bubble, p is the density of gas, and 
Cp is the specific heat at constant pressure for the gas. 

Eller (1972, 1975) found that the theory was adequate in predicting the thresholds 
for growth by rectified diffusion but was unable to account for some large growth 
rates he observed. He suggested that acoustic streaming may be the cause of rates 
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of growth that were larger than predicted. Gould (1974) was able to directly observe 
gas bubble growth by rectified diffusion through a microscope and discovered that 
growth rates could be greatly enhanced by the onset of surface oscillations of the 
bubble, which in turn seemed to induce significant acoustic microstreaming. 
However, his attempts to apply the acoustic streaming theories of Davidson (1971) 
and of Kapustina and Statnikov (1970) to explain his results were not successful. 
Additional theoretical treatment was presented by Skinner (1970, 1972) and Eller 
(1972, 1975) to account for growth through resonance. 

Later, the growth of gas bubbles by rectified diffusion was measured by Crum 
(1980), who obtained both threshold and growth rates for a variety of conditions. 
He extended the theory to include effects associated with the thermodynamic 
behavior of the bubble interior and found excellent agreement between theory and 
experiment for both the rectified diffusion threshold and the growth rate for air 
bubbles in pure water. Anomalous results were obtained, however, when a small 
amount of surfactant was added to water. The rate of growth of bubbles by rectified 
diffusion increased by a factor of about 5 when the surface tension was lowered by 
a factor of2, with no discernible surface wave activity. Although some increase was 
predicted, the observed growth rates were much higher than expected. A slight 
reduction in the threshold with reduced surface tension was also observed. Some 
explanations offered by Crum for this anomalous behavior were that there was some 
rectification of mass due to surfactant on the surface of the bubble and/or micros­
treaming was occurring even in the absence of surface oscillations. 

Crum and Hansen (1982) examined the theoretical expressions in the literature 
that predict the threshold and growth rate for rectified diffusion and found that the 
various equations have limited ranges of applicability. They obtained a set of 
generalized equations that have a broader range of applicability and are not limited 
to a specific bubble size or acoustic frequency. Also, Prosperetti (1982) in his paper 
generalized the Rayleigh-Plesset equation of bubble dynamics to include the 
effects of mass transfer and extended its applicability to non-Newtonian liquids. 
The equation is 

RU +-U -- 2U +J ---3 2 J [ ( 1 1)] , 2 'P , PT P 

(2.114) 

where U, is radial liquid velocity, t is the stress tensor, J is mass flux on the inner 
side of interface, PT is density on the inner side of interface, and P is bulk liquid 
density. 
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2.4b. Rectified Heat Transfer in Bubble OsciUations 

The dynamics of vapor-filled bubbles under an oscillating pressure field were 
considered by Finch and Neppiras (1973) and the case of a bubble containing both 
vapor and a foreign gas was treated by Wang (197 4a, b). The important feature of 
these theories is the supposition that vapor bubbles can be stabilized against collapse 
under surface tension by an elevation of the vapor pressure inside the bubble-a 
process termed "rectified heat transfer." An early attempt to estimate the acoustic 
pressure amplitude necessary to maintain such a stabilization process for bubbles 
in helium was reported briefly by Finch and Neppiras. However, the first complete 
treatment was given by Wang. Patel et at. (1985) extended Wang's approach and 
presented the correct analysis of rectified heat transfer. A summary of their analysis 
is given below. 

In the paper by Finch and Neppiras, the dynamics of a vapor bubble were assumed 
to be governed by the laws of conservation of mass, momentum, and energy. The 
liquid was assumed to be inviscid and incompressible and the vapor to obey the 
ideal gas law. Heat conduction was assumed to follow Fourier's law and the 
temperature and pressure of the vapor to be related by the Clausius-Clapeyron 
equation. The bubble wavelength was assumed to be small compared with the sound 
wavelength and thermal diffusion length in the vapor. 

The following set of equations was found to govern the bubble behavior: 

Equation of motion: 

R d2R 1 (dR)2 =!(p _ 20 _p P jOlt) 
dr + 2 dt p i R 0 + Ae (2.115) 

Energy equation: 

dMldt 
= 3(y - 1) ~k(T UR - [L - CvT - (Pv 41tR3)/3MJ v 2 

(4nR) 
(2.116) 

Equation of state: 

(2.117) 

Heat conduction equation: 
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(2.118) 

Temperature-vapor pressure relation: 

(2.119) 

The unknown quantities in these five equations are R, Pv' Tv' TL, and Mv. An 
approximate solution may be obtained by assuming the following linearization. 

R = Ro(1 + a' ej!J)~ (2.120) 

Pv = P ~(1 + \IIejl.lll) (2.121) 

Tv = To(l + 8' ej!J)~ (2.122) 

Mv = Mo(l + J.I.' ej!J)~ (2.123) 

Here a', \II, 8', and J.I.' are assumed to be much less than unity. 
Area and convective heat transfer can briefly be explained as total heat transfer 

into the bubble. 

T 

<Qr> = f f kL VTLis dt 
(2.124) 

os 

For a spherical bubble 

(2.125) 

There is no first-order heat transfer over a period, but there is a second-order net 
heat transfer. Rectified heat transfer resulting from 0(1) is termed the "area effect," 
Q(I). The additional heat transfer resulting from 0(2) is called the "convection effect," 
Q(2)" Total heat transfer.<Qr> is 

(2.126) 
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where 

and 

<Q(l? = -kL(41tRo) Toola'i 18'1 {0.5 [1 + RO(OO/2aJ I12] cos (~) 

- 0.5 [RO(OO/2aJ I12 - 2R~(00/2aJII2] sin (~)} 

<Q(2? = kL(4nRo)Too la'118'1 R~(oo/2aL) 
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(2.127) 

x [0.5Ro(OO/2aJI12 (cos II + sin ll) - 0.5 sin ~ - R~(oo/2aJ exp [RO(OO/2aJ I 12] 

x In (exp U(n/2 - ll) - Ra(00/2aJ I12 }E)[Ro(00/ZaJ1I2(1- j)]} 

(2.128) 

Owing to area effect as given in Eq. (2.127), <Q1> is proportional to the products 
of the amplitude of oscillation. Therefore a larger heat transfer is seen near 
resonance. To examine the direction of heat flow, the phase difference must be 
determined. The magnitude of II diminishes from 1tI2 for small bubbles and low 
frequencies as Ro and 00 increase, approaching 0 when Ro(ool2aJI12 » 1. This is 
a case of a thin diffusion layer. Since Q(2) involves the exponential integral function 
in the complex domain, it is difficult to determine its sign analytically. For a thin 
diffusion layer Q(2). is given as 

_1 cosll + 1 
2 R~(oo/2aJ - ... 

(2.129) 

For larger diffusion lengths, i.e., Ro(ool2aJ I12 « 1, Q(2) can be expressed as 

<Q(2? = kL4nRoTooa'8'R~(00/2aJ H- sin II + t Ra(oo/2aL)112 

(2.130) 

In this limit, the convection heat transfer is small compared with the heat transfer 
due to the area effect; hence <Qi> - <Q(1? In addition to the heat transfer due to 
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area and convective effect, heat transfer due to evaporation is also important. Patel 
et al. (1985) indicated that <Q(3? is given as 

<Q(3? = (PoGRoooibl2 (2.131) 

where b is the mechanical resistance of the bubble. 

G=a'IPo (2.132) 

They also extended their analysis and using thermal equilibrium criteria obtained 
the minimum acoustic pressure amplitude required for the growth of a bubble. It is 
given as 

(2.133) 

The most important point that this theory could explain is that the thermal equilib­
rium by which the temperature elevation is maintained can be supported by heat 
transfer. 

2.4c. Effect of Simultaneous Diffusion and Evaporation on Bubble 
Dynamics 

A bubble usually contains both foreign gas and vapor of the liquid. However, in 
most cases only one of the components is dominant. The terms "gas bubble" and 
"vapor bubble" are therefore used for bubbles consisting essentially of undissolved 
foreign gas or liquid vapor, respectively. It is of interest to see how diffusion and 
the evaporation process affect the motion of an oscillating bubble. Wang (1974b) 
analyzed this problem and a brief summary of his analysis follows. 

Wang assumed that the interior of a bubble is in a uniform state, i.e., the 
temperature, pressure, and density are uniform throughout the bubble. This is true 
if the bubbles are small compared with the diffusion length and the wavelength of 
sound in the bubble, and the velocity of the bubble wall is small compared with the 
sound. The gas components in the bubble are also assumed to behave as perfect 
gases so that 

P'=p'BT' (2.134) 

P' = p'B T' g g g 
(2.135) 

and the vapor pressure inside the bubble is taken to be at the equilibrium vapor 
pressure at the temperature on the bubble wall. 

(2.136) 
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The internal energy of the mixture is also taken to be a function of T' only, so that 

U' = C'T' v 
(2.137) 

In the above equations, the primed variables are used to denote the corresponding 
variables inside the bubble. Also, p' = p~ + p; and P' = P~ + P;. B and B g are the gas 
constants of the mixture and gas component, respectively. Using these assumptions, 
Wang has given the equations and boundary conditions as follows: 

(R 4J.L) 1 d (4 nR3 ,) P' - Poo 

- - pR 47tR2p dt '3 p + p 
(2.138) 

where P 00 is the ambient pressure field. The energy equation is given as 

(2.139) 

(2.140) 

In order to complete the formulation, the boundary conditions on the bubble wall, 
r = R(t) are needed. These are 

(2.141) 

V -- -D:::..L---- -nR ( dR) dP -1 d (4 3) 
Pg g dt dr - 4nR2 dt 3 Pg 

(2.142) 
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(2.143) 

(2.144) 

(2.145) 

(2.146) 

T=T' (2.147) 

Wang has given analytical solutions of these equations to find expressions for R, 
Pg, and T. Since these solutions [Equations (41)-(43) of Wang, 1974b] are ex­
tremely lengthy and complex, they are not given here, but their relevant features 
are briefly discussed. 

1. It was found that diffusion is important only when 

(2.148) 

where P~ = cxgPo and Po = P~ + PgO' This criterion leads to the fact that for 
large bubbles at higher frequencies, diffusion is insignificant. 

2. Po' the equilibrium density of dissolved gas, decreases with an increase in 
ambient temperature; therefore, the diffusion effect is even less important at 
higher temperatures. 

3. The amplitude of radius oscillation is less affected by the evaporation process; 
however, a sharp rise and dip are observed near resonance. The evaporation 
effect cannot be ignored if we are mainly concerned with thermal behavior or 
dynamic behavior at resonant radii. 

For rectified diffusion, the available experimental data tend to confirm the 
validity of existing equations provided (1) the acoustic pressure amplitude is not 
large, (2) the liquid does not contain surface-active additives, and (3) the concen­
tration ratio of dissolved gas is near saturation. The areas that need further study 
are as follows: 
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1. The addition of surface-active agents to water resulted in measured values of 
the threshold and growth rate considerably different from those indicated by 
theory. An adequate explanation of this is not yet available. 

2. The analytical expressions for the rectified diffusion threshold are not in good 
agreement with the few data that exist at dissolved gas concentration ratios 
significantly different from saturation. Numerical studies give much better 
agreement. An extension of the analytical results that accounts for the discrep­
ancy with the dissolved gas concentration ratio is needed. 

3. Gas bubbles driven at the pressure amplitudes experienced in rectified diffu­
sion studies will experience considerable fluctuations in their pulsation am­
plitude as they are driven through their harmonic resonances. At some radial 
positions, the bubble may experience rapid growth, which is not taken into 
account in the published analytical expressions. 

4. Gould found that increased growth by rectified diffusion occurred in the 
presence of acoustic streaming in the vicinity of the bubble. An adequate 
theory for evaluating the effect of acoustic streaming on rectified diffusion has 
not been developed. Compared with rectified diffusion, little literature is 
available for rectified heat transfer, which plays a major role in the dynamics 
of vapor bubbles. Most theories of rectified gas diffusion ignore heat transfer 
effects. A major contribution in this area is by Patel et al. (1985), who extended 
Wang's theory (1974a). 

The reported experimental data do not precisely fit the theory because: 

1. At the frequencies that have been used, the acoustic pressure fields are not 
uniform. 

2. Owing to buoyancy, radiation pressure, and Bjerkness forces, bubbles exposed 
to the sound field may not remain in anyone location long enough to reach 
stable equilibrium. 

3. Bubbles pulsating in the neighborhood of solid surfaces do not conform to the 
theoretical conditions. 

Also, the reported theory does not explain the nucleation of bubbles. It ignores 
the heat transfer associated with the formation of bubbles. The mechanism of bubble 
nucleation remains unclear, but once bubbles in the micron size range appear in the 
liquid, this theory can explain how they are able to grow to millimeters in diameter. 
Also, the theory assumes a liquid to be incompressible and inviscid and hence in 
practical cases where these assumptions are unrealistic, it introduces error. The 
linearized solutions used cannot be accurate when displacement amplitudes become 
large compared with the bubble radius. Nonlinear solutions of the governing 
equations are necessary to explain such effects as the generation of harmonics and 
subharmonics. Additional work needs to be done in this area. 
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2.5. CONCLUDING REMARKS 

In the preceding sections, a brief survey of cavitation bubble dynamics was 
presented. A detailed review of this subject is also given by Young (1989) and Mason 
and Lorimer (1988). In order to implement hydrodynamic, acoustic, or optical 
cavitation technology effectively in industry, it is necessary to know more about the 
cavitation bubble dynamics that are the source for all cavitational effects. The 
equations given in this chapter form the basis for determining the effects of various 
physical parameters on cavitation behavior. These effects are described in detail in 
Chapter 3. Further development of the theories outlined in this chapter is strongly 
recommended. 



FACTORS AFFECTING CAVITATION 
BEHAVIOR 

3.1. INTRODUCTION 

In Chapter 2 we evaluated the equations that govern the dynamics of both single 
cavities and clusters of cavities. These equations can be solved to evaluate the effects 
of various physical parameters on cavitation behavior. This knowledge is very 
important from the point of view of controlling the parameters that affect cavitation 
chemistry as well as performance of the cavitation reactor. In this chapter, we 
discuss the effects of various system parameters on the dynamics of a single cavity 
as well as on clusters of cavities. The results are presented for hydrodynamic, 
acoustic, and optical cavitations. 

3.2. FACTORS AFFECTING CAVITY BEHAVIOR IN 
HYDRODYNAMIC CAVITATION 

As seen in Chapter 2, the first analysis of the problem of cavitation and bubble 
dynamics was made by Rayleigh (1917), who solved the problem of the collapse 
of an empty cavity in a large mass of liquid. Rayleigh also considered the problem 
of a gas-filled cavity under the assumption that gas undergoes isothermal compres­
sion. The equation derived by Rayleigh for the bubble boundary is given as 

(3.1) 

where p is the liquid density and P"" is the pressure in the liquid at a large distance 
(infinity) from the bubble, and P(R) is the pressure in the liquid at the bubble 
boundary. Although Rayleigh's equation suffers from shortcomings, such as the 
assumption of constant viscosity and surface tension and p being kept constant, this 

ss 
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equation can easily be extended to include variable physical properties. For a 
spherical bubble, viscosity and surface tension affect only boundary conditions, so 
that the pressure at the bubble wall surface is given as 

P(R) = p. _ 2(J _ ~(dR) 
I R R dt 

(3.2) 

Here P is the pressure inside the bubble; (J and Il represent the surface tension and 
viscosity, respectively. The final equation for bubble wall motion can be written as 

(3.3) 

where Pi' the pressure in the liquid at the bubble, is a function of time, and the 
pressure in the liquid at infinity is also a function of time. By allowing Pi to vary 
with time (either linearly or sinusoidally), one can use the above equation to predict 
the growth and collapse of a cavitation bubble in a liquid flow. 

For nonturbulent conditions, Eq. (3.3) is substituted in Eq. (3.2) to get the 
radius-time history and pressure pulses of bubble oscillations. Typical plots of 
pressure and bubble radius versus time profiles under nonturbulent conditions are 
shown in Figure 3.1. These plots not only demonstrate the erratic behavior of bubble 
radius and pressure profiles but also show the effect of final recovery pressure on 
pressure and bubble radius. It can be inferred from this figure that the magnitude 
of pressure pulses changes significantly with the value of the final recovery 
pressure. The higher the final discharge pressure, the higher is the amplitude of the 
bubble oscillations and therefore the magnitude of pressure pulses. The nature of 
the pressure and bubble radius versus time profiles under other operating conditions 
was similar to that shown in Figure 3.1. Since the nonturbulence scenario is an 
unrealistic one for most practical situations, the results for other parametric effects 
are not given here. 

For simulations under turbulent conditions, it is necessary to estimate the inten­
sity of the turbulence in terms of its magnitude and frequency. The magnitude of 
the turbulent pressure fluctuations is dependent on the turbulent fluctuating velocity 
and its estimation is necessary. Isotropic turbulence can be used to estimate the 
turbulent fluctuating velocity. Kolmogoroff (1941 a, b, c) defined the fluctuating 
velocity and length scale of the eddies when their distribution reaches an equilib­
rium in terms of power input per unit mass to the system, PM. (This can be expressed 
as watts per kilogram). For an orifice, the total recovery of pressure takes place 
approximately eight pipe diameters downstream of the orifice. For a given value of 
the volumetric flow rate, the permanent pressure head loss can be estimated from 
the literature correlations. The product of the volumetric flow rate and the perma-
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nent pressure head loss will give the total energy dissipation rate. This loss divided 
by the mass of liquid in the region of pressure recovery gives the total energy input 
per unit mass. Thus now the fluctuation velocity of turbulence is given as 

(3.4) 

where PM is power input to the system per unit mass and I is the length scale of the 
eddy. 

To determine the length scale of the eddy, a Prandtl model was used (1 = O.08d) 
where d is the diameter of the conduit through which a bubble flows and the average 
of the sizes of the eddies in the orifice and in the pipe is taken. The frequency of 
the velocity and thus the turbulent pressure fluctuations within the eddies are 
determined by dividing the turbulence fluctuation velocity by the length scale of 
the eddy. 

The effects of various geometric design parameters of hydrodynamic cavitation 
reactors on bubble behavior can be studied by numerically solving Eq. (3.3). The 
PM for this case can be defined in terms of the pressure recovery rate with 
superimposed turbulent pressure fluctuations. It was found that bubble behavior in 
hydrodynamic cavitation reactors under the effect of turbulence resembles that 
found in acoustic cavitation. A summary of the important operating parameter 
effects on the radius-time and pressure-time profiles under turbulent conditions is 
given in the next section. It should be noted that the turbulent pressure fluctuations 
cause a significant change in the pressure pulse spectrum of bubble oscillations. 

3.2a. Recovered Discharge Pressure and Time of Pressure Recovery 

For hydrodynamic cavitation, faster recovery rates not only increase the life of 
the bubbles but also the number and magnitude of the pressure pulses obtained from 
them. This can be explained on lines similar to the effect of increasing frequency 
under acoustic cavitation. A more detailed illustration of the effect of pressure 
recovery rate or equivalent frequency on the number and size of pressure pulses is 
shown in Figure 3.2. It is seen from this figure that with the faster recovery rates, 
the pattern of pressure pulses shifts from a zone oflow magnitude and more pressure 
pulses to one of high magnitude and fewer pressure pulses. A special case of this 
variation is seen when the reciprocal time of pressure recovery matches the natural 
oscillation frequency of the bubble. The expression for the natural oscillation 
frequency of the bubble is given in Chapter 2. The magnitudes of the pressure pulses 
are significantly higher under nonresonant conditions. These data indicate that in 
general, with faster recovery rates, reactions requiring higher temperatures and 
pressures can be carried out more efficiently. 

The effect of pressure recovery rate on the pressure and bubble radius was 
examined by Moholkar (1996). This study indicated that the maximum value of the 
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bubble radius before an implosion increases with an increase in recovery pressure. 
An increase in pressure drop increases the cavitational effect, i.e., the magnitude of 
the pressure and temperature pulses produced varies proportionately with the 
pressure drop across the orifice. Also, the life of the bubble and the downstream 
active volume (i.e., the volume in which cavitational effects are realized) changes 
with the recovery pressure. When considering the discharge pressure as a tool to 
vary the magnitude of temperature and pressure pulses, the increase in the cost of 
operation during the change in the discharged pressure must also be kept in mind. 
An optimization in terms of the discharge pressure is necessary. For an efficient 
reactor design, an optimum value of the discharged pressure should be ascertained 
in order to produce pressure pulses of the magnitude desired for a specific chemical 
reaction or physical effect. 

3.2b. Downstream Pipe Size 

The effects of the downstream pipe size on bubble behavior were examined by 
Moholkar (1996). His study indicated that a variation in pipe size downstream of 
the orifice does not affect the life of the bubble. However, with a larger pipe size, 
the maximum bubble size reached during growth increases and this in turn results 
in higher temperature and pressure pulses during subsequent adiabatic collapse of 
the bubbles. Thus, in order to produce a maximum pressure impulse, a pipe as large 
in diameter as possible should be utilized. In practice, however, there is a physical 
limitation to this concept. This limitation can be overcome by mounting the orifice 
on the pipe wall itself, which will allow maximum expansion of the stream after it 
passes through the orifice, resulting in the maximum effect during implosion. 

3.2c. Orifice-to-Pipe Diameter Ratio 

The effect of the orifice-to-pipe diameter ratio f3 on bubble dynamics was 
examined by Moholkar (1996) for a set of system conditions listed in Table 3.1. 
The results shown in Figure 3.3 indicate that the variation in the orifice-to-pipe 
diameter ratio mildly changes the maximum radius value reached during the 
oscillations of a single bubble. The life of the bubble, however, increases propor­
tionately with the orifice-to-pipe diameter ratio. Therefore it is possible to manipu­
late the residence time of the reaction mixture in the cavitating zone (i.e., active 
volume for cavitating bubbles) by altering the ratio of the orifice-to-pipe diameter. 

3.2d. Initial Bubble Radius and the Noncondensable Gas Fraction in 
Cavitating Liquids 

The study by Moholkar (1996) indicates that it is necessary to assess the dynamics 
of bubbles of all sizes in a similar environment. Both pressure pulses and bubble 
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TABLE 3.1. Parameters for the Effect of Orifice-to-Pipe Diameter Ratio 

Ii P2 (aim) dp (inch) do (inch) Ro nun fr (kHz) lit (kHz) 

0.6 3 2 1.2 10 1.056 0.0439 

0.75 3 2 1.5 10 0.961 0.0569 

After Moholkar (1996). 

size significantly depend upon the initial bubble radius. The ratio of maximum 
radius reached during oscillations to the initial bubble radius is higher for smaller 

bubbles. Therefore the intensity of the cavity collapse will be larger for a smaller 
initial bubble radius since the magnitudes of the pressure pulse produced by these 
bubbles during an implosive collapse are proportional to the ratio of the maximum 

radius value before collapse and the initial bubble radius. The reactor zone where 
these pressure pulses are felt is also very important. This zone is larger for the larger 

initial bubbles. Thus one needs to evaluate the contribution of both small and large 
initial bubble radii during the cavitation process. 

The noncondensable gas content of a bubble tries to cushion the collapse of the 
bubble during its oscillations. Therefore the life of a bubble and hence the volume 
downstream of the orifice increases with the increased noncondensable gas content 
of a bubble. Also, a larger noncondensable gas fraction gives a larger magnitude of 

pressure pulse because of the larger amplitude of the bubble oscillation. 

Since the magnitudes of the pressure impulse as well as the residence time of the 

reaction mixture in the cavitating zone can be altered, an optimization of the 
physical and geometrical parameters required to conduct a specific chemical 
reaction should be carried out. This is equivalent to altering the frequency and 
intensity of irradiation in acoustic cavitation, which has some limitation in terms 
of the available hardware. Since smaller bubbles give larger pulses of pressure and 
temperature, for reactions requiring extreme conditions, it may be desirable to 
introduce external gas bubbles of the required size so as to produce pressure and 
temperature pulses of the required magnitude. 

In the case of hydrodynamic cavitation, the amplitude of the pressure pulses is 
low. On the other hand, in acoustic cavitation, the number of pressure pulses is very 

small (just one or two), but they are generally high in amplitude. Figure 3.4 
compares the pressure pulse spectrum for hydrodynamic and acoustic cavitation 
for similar representative conditions. 
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Figure 3.3. Effects of orifice-to-pipe diameter ratio on pressure and bubble diameter ratios: parameters 
for simulation are described in Table 3.1. 
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3.3. FACTORS AFFECTING CAVITY BEHAVIOR IN ACOUSTIC 
CAVITATION 

When the net negative pressure developed in the rarefaction cycle of a sound 
wave is applied to a liquid so that the distance between the molecules exceeds the 
critical molecular distance necessary to hold the liquid intact, the liquid will break 
down and voids will be created, i.e., cavitation bubbles will form. If we assume that 
the critical distance for water is 10-5 cm, then the tensile stress or pressure required 
can be calculated to be on the order of 10,000 atm. 

This calculation assumes that the water is completely pure. In practice, the 
pressure required for liquid to cavitate occurs at considerably lower acoustic 
pressures than such calculations would suggest. This is caused by the presence of 
weak spots in the liquid that lower its tensile strength. If we consider the factors 
that influence acoustic cavitation, then we will be some way toward identifying the 
conditions that govern the effectiveness of cavitation in a chemical reacting system. 

Cavitation is a three-step process consisting of nucleation, growth, and collapse 
of gas or vapor-filled bubbles in a body of liquid. The cavitation threshold for 
ultrapure (with no nucleic impurities) homogeneous liquids is on the order of 
hundreds of atmospheres (e.g., for CCl4 it is 265 atm- I). The presence of micro par­
ticles, dissolved gas, or other cavitation nuclei considerably reduces the liquid 
strength by acting as weak spots. For example, in the presence of microparticles, 
CCl4 can be cavitated at an acoustic pressure amplitude of only 1.75 atm-I . For a 
given size distribution of nuclei, the fraction of cavitation bubbles that will behave 
as oscillating bubbles or transient cavities depends on acoustic parameters. The 
macroscopic effect will depend on both the size and the number of bubbles and the 
intensity of the collapse. Table 3.2 describes the effects of various physical parame­
ters on acoustic cavitation behavior. 

3.3a. Acoustic Frequency 

The cavitation threshold is strongly frequency dependent because for a given 
acoustic field, only those bubbles with a resonant frequency greater than the 
acoustic frequency will cavitate. Consequently, as acoustic frequency is increased, 
the size of a cavitating bubble decreases, resulting in the cavitation threshold. 
Typical variations in threshold intensity with ultrasonic frequency are illustrated in 
Figure 3.5. The examples given are for both degassed and aerated water at room 
temperature. It should be noted that the intensity required to produce vaporous 
cavitation above a frequency of -100kHz rises rapidly. These results indicate that 
acoustic cavitation can be economically achieved only within a certain frequency 
range. Commercial reactors cannot afford to have excessive power requirements. 
An increase in frequency means shorter acoustic periods, lower maximum bubble 
size, and thus less cavitation intensity. It has also been shown that ten times more 
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Figure 3.5. Variation in threshold intensity with ultrasonic frequency. (From Edmonds, 1990c, with 
permission. ) 

power is required to make water cavitate at 400 kHz than at 10kHz. This effect is 
due to the increased power losses that occur as the rate of molecular motion within 
the liquid increases. Generally, the changes in chemical reactivity are observed in 
the frequency range of 20 to 50 kHz. 

It is worthwhile briefly examining the physical reasons behind the behavior 
illustrated in Figure 3.5. There will be a natural delay between the application of a 
rarefaction wave to a fluid and the response of the molecules of that fluid. At 
frequencies in the megahertz range, one must compensate for this delay by applying 
a wave of greater intensity-a greater power to pull apart the molecules in 
rarefaction. But because of the constraints on the stability ofthe transducer and the 
ultrasonic probe, a very high frequency probe cannot be run with a very high 
intensity. Bubble behavior for two different ultrasonic frequencies under conditions 
that are otherwise the same are shown in Figure 3.6. The bubble oscillations reach 
their highest amplitude and have the shortest life when the frequency of irradiation 
matches the natural oscillation frequency of the bubble. One such case is shown in 
Figure 3.6. 
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Figure 3.6. Effects of irradiation frequency and intensity on bubble behavior in acoustic cavitation. 
Parameters for simulation: Top: intensity, 10 W/cm2; initial cavity size, 10 mj.l; (A) frequency, 22.7 kHz; 
(B) frequency, 33 kHz; (C) resonant frequency, 127 kHz. Bottom: intensity, 120 W/cm2; frequency, 33 
kHz. 
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3.3b. Acoustic Intensity 

Obviously the larger the intensity, the larger will be the acoustic amplitude and 
collapse pressure and hence the faster and more violent the collapse. Corresponding 
to a given distribution of nuclei sizes, there is a minimum acoustic pressure 
amplitude, called the threshold pressure amplitude, which is necessary to produce 
cavitation. As the acoustic pressure amplitude is further increased, smaller bubbles 
become unstable and start contributing to cavitation activity. The maximum bubble 
radius also increases with acoustic pressure amplitude and is independent of the 
initial bubble size. Hence, as the acoustic intensity is increased, both the number 
of bubbles and their maximum size increase, resulting in increased cavitation 
activity. The increase is not indefinite, however, because as the maximum radius of 
a bubble increases, so does the Rayleigh collapse time. If the collapse time becomes 
greater than the half-period of the wave, the cavitation bubble will not have time to 
collapse before the sound field reverses itself and the rarefaction phase of the wave 
begins acting on the collapsing bubble. This will result in a lower number of 
collapsing bubbles, and therefore lower cavitation intensity. A maximum acoustic 
inten&ity is feasible provided the Rayleigh collapse time is equal to or less than one 
half the period of the acoustic wave. 

Generally an increase in intensity increases the bubble growth. Figure 3.6 shows 
typical bubble behavior under two different irradiation intensities. As shown, an 
increase in intensity increases the bubble growth and decreases the pressure ratio. 
It must be realized that the intensity cannot be increased indefinitely. Under higher 
intensities, the bubble will grow so large that it may not collapse in the following 
rarefaction cycle due to insufficient time available for the collapse. Also, a large 
bubble formed near the probe tip of an ultrasonic horn will reduce the coupling of 
sound energy to the system. An indefinite increase in the intensity is also detrimental 
to the horn because as the amplitude of oscillation increases, it can cause mechanical 
damage to the tip of the horn. This indicates that generally there is an optimum 
power for the acoustic cavitation conversion whose value may be system specific. 

3.3c. External Pressure 

The greater the external pressure, the larger the collapse pressure and the shorter 
and more violent the bubble collapse. This postulation has, however, been ques­
tioned and is further complicated by consideration of the events that lead to 
nucleation of the bubbles. 

At present, the generally accepted mechanism for nucleation of bubbles suggests 
that gas trapped in small-angle crevices of particulate contaminants expands and 
contracts with the acoustic cycle. Free air bubbles would not be expected to act as 
nucleation sites because they are inherently unstable under these conditions and 
would be expected to dissolve as a result of surface tension. As the bubble volume 
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grows, two possibilities arise: On the one hand, small gas bubbles may be released 
into the surrounding liquid and on the other hand, implosive collapse of the bubble 
will release a stream of microcavities at which nucleation can occur. This theory 
was proposed in the light of observations that the cavitation threshold is increased 
with both pressurization and evacuation of the system. Hence, nucleation is sup­
pressed by the flooding of the crevices. 

An increase in static pressure over a liquid can lead to an increase in the 
mechanical impedance of a cavitating liquid due to a resonance effect. This 
improved mechanical impedance results in increased acoustic power being trans­
ferred to the liquid without any increase in electrical consumption by the transducer. 
The optimum static-to-acoustic power ratio for maximum acoustic power has been 
shown to be 0.4. 

3.3d. Nature of the Dissolved Gas 

A cavitation bubble initiated in the rarefaction cycle will not enclose a vacuum, 
but will almost certainly contain some vapor of the liquid within which it is formed. 
The extent to which a gas is discharged in a bubble is a function of pressure. A 
sudden reduction in the pressure will release the gas and it is natural that any 
dissolved gas will be forced inside the bubble during its formation. 

The removal of gas from a liquid will reduce the available nuclei and it will 
become increasingly more difficult to cavitate that liquid. It has already been 
demonstrated that the passage of ultrasound degasses a system and therefore most 
workers in a field either (1) bubble gas continually during the course of the 
experimental investigation or (2) apply ultrasound to the system for at least 10 min 
prior to introducing the reactants to ensure sufficient degassing. Although this is 
purely a matter of choice on the experimenter's part, most workers favor the former 
procedure. 

The specific heat ratio of the gas in the bubble plays an important role in the 
collapse temperature and pressure. For monoatomic gases, this ratio is the highest 
and therefore it is advisable to bubble any monoatomic gas through the solution 
being irradiated. The pressure of gas in the bubble will cushion the collapse and 
lead to a stable cavitation. 

During the rarefaction phase of an acoustic wave, a cavitation nuclei grows to 
some maximum size and then starts to collapse (nearly adiabatically) during the 
compression phase. The final temperature and pressure for an adiabatic collapse 
depend on the ratio of specific heats, Y = C/Cv of the gas within the cavities. In 
fact, a polytropic index" dictates the final temperature and pressure rise, where 1 < 
" < y, in most real situations. This topic was discussed in Chapter 2. 
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3.3e. Physical Properties of the Cavitating Medium 

Each solvent has its own particular set of properties so that the choice of the 
solvent medium becomes very important when considering the appropriate reaction 
conditions. Typical relevant physical properties are (1) solvent viscosity, (2) vapor 
pressure, and (3) surface tension. Higher surface tension, lower viscosity, and lower 
vapor pressure favor cavitation. Therefore when choosing a cavitating medium, a 
judicious choice of these properties must be made to assist cavitation. As mentioned 
earlier, water is a very good medium for cavity formation. 

3.3f. Pretreatment of the Liquid 

It is believed that the size of a typical cavitation nucleus depends on the previous 
history of the liquid. For example, Flynn (1964) states that in fresh tapwater that 
has been allowed to stand open to the atmosphere for a few seconds, a typical 
nucleus radius is 5 x 10-3 cm. In water that has been standing for several hours, the 
average nucleus has a radius of 5 x 10-4 cm, while water subjected to elevated 
hydrostatic pressure has an average nucleation radius of 10-5 cm. Even for a liquid 
free of cavitation nuclei, bombardment by high-energy particles creates minute 
nuclei 10-6 to 10-7 cm in radius. 

If prior to cavitation a liquid is subjected to elevated hydrostatic pressure, the 
average nucleus size is reduced (the cavitation threshold is thus increased) because 
the increased gas solubility in the liquid leads to dissolution of some of the gas 
present in the nucleus. Harvey (1939) reported that after increasing static pressure 
over water to 1000 atm, he could not produce cavitation even after the pressure was 
released. Any increase in the viscosity or the surface tension will require an increase 
in the amount of energy needed to separate the liquid. 

3.3g. Bulk Liquid Temperature 

For the best cavitation chemistry, it is necessary to use lower temperatures. This 
is a direct result of the decrease in vapor pressure that accompanies the lowering of 
solvent temperature, thus increasing the cavitation intensity. If the cavitational 
chemical reaction is carried out at higher bulk liquid temperatures, the yields will 
be lower since any cavitation bubble formed would fill almost instantly with solvent 
vapor. The collapse of these vapor-filled bubbles during the compression cycle 
would be "cushioned," thereby reducing the magnitudes of the temperatures and 
pressures generated. 

3.3h. Initial Bubble Radius 

The effects of initial bubble radius on bubble growth and pressure amplitude are 
similar to those described earlier for hydrodynamic cavitation. Both the extent of 
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growth and pressure amplitude are larger for a smaller initial bubble radius. These 
results are in agreement with the theory reported in Chapter 2, which showed that 
both P max and T max are proportional to (RIRoY' where x is positive and a function 
ofy. 

3.4. FACTORS AFFECTING OPTICAL CAVITATION 

Laser-induced cavitation is generally examined in the laboratory to study the 
behavior of single cavities or multiple cavities (distributed in a prescribed manner) 
under controlled conditions. This type of cavitation can create perfectly spherical 
bubbles because of the sharpness of the laser intensity. The size and shape of the 
cavity, in general, depend on the intensity and sharpness of the laser beam. 

Teslenko (1980) examined the collapse of laser-induced cavities in water, glyc­
erine, and Vaseline. For the case of nonsurfacing bubbles, the ratio of bubble energy 
of the subsequent pulsation to the foregoing one is a function of the relative 
consumption of energy stored by a bubble. Some typical results obtained by 
Teslenko (1980) are described in Table 3.3. The energy difference between two 
subsequent pulsations corresponds to the shock acoustic radiation energy of the 
collapsing bubble as well as to non symmetric bubble collapse. It is clear that for 
the first pulse, laser-induced bubbles in water behave very differently than those 
created in glycerine and Vaseline. 

An analysis of the typical pressure pulse oscillograms obtained in his study 
indicate that in the case of nonsymmetric bubble collapse, the pressure transducer 
records the "precursors," i.e., the pressure pulses preceding the basic pulse radiated 
at the bubble collapse. When precursors are observed, the steepness of the pressure 
growth of the basic pulse is decreased, and the maximum pressure amplitude is also 
decreased by more than 50% as well. The maximum pressure amplitUdes of 

TABLE 3.3. Energy Conservation during Subsequent Pulsation of Cavitl 

Type of pUlsation F!r2)/F!rl)b F!r3) / F!r2) c 

Explosion of chemical charges in water 0.34 0.54 

Electrical discharge in water 0.05 
Laser breakdown in water 0.07 0.5 

Laser breakdown in glycerine 0.26 0.5 
Laser breakdown in Vaseline 0.35 0.51 

aFrom V.S. Teslenko, "Experimental investigation of bubble collapse at laser irduced breakdown in liquids," in W. 

Lauterborn, ed., Cavitation and Inhomogeneities in Underwater Acoustics, p. 3D, with permission from Springer. 
Verlag, New York, 1980). 

bBubble energy of the second pUlsation relative to the energy of the first pulsation. 

'Bubble energy of the third pulsation relative to the energy of the second pulsation. 
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different collapsing bubbles recorded at a distance of 1.5 cm are given in Figure 
3.7. These results indicate that cavitation in water generates a much higher pressure 
pulse during the collapse than that in glycerine. When glycerine is heated, its 
viscosity decreases by three orders, but it does not lead to an appreciable increase 
in the pulse amplitude. Similar results are expected for Vaseline. The scatter in the 
water data in Figure 3.7 is caused by the kinetics of bubble collapse, its sphericity, 
and the stability of the spherical shape at the moment of collapse. The collapse of 
a perfectly spherical cavity can generate maximum velocity of 530 m/s and 
temperatures as high as 6000 K due to the high degree of adiabatic gas compression. 

Teslenko (1980) observed sonoluminescence of bubbles produced by a laser in 
water, carbon tetrachloride, acetone, and benzene, but not in glycerine and Vaseline. 
A symmetric bubble collapse in liquid can radiate up to 90% of the energy contained 
in the bubble as sound. Asymmetry influences the stability of the succeeding bubble 
pulsations and decreases acoustic and light radiation pulses. 
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Figure 3.7. Experimental values of pressures at bubble collapse 1.5 cm from the breakdown center 
(From V.S. Teslenko, "Experimental investigation of bubble collapse at laser induced breakdown in 
liquids," in W. Lauterbom, ed., Cavitation and Inhomogeneities in Underwater Acoustics, p. 30, 
Springer-Verlag, New York, 1980, with permission.) 
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Figure 3.8. Bubble wall motion as a function of time computed according to Gilmore's model. Crosses 
and squares are experimental data. (From K.J. Ebeling, "Application of high speed holocinematographi­
cal methods in cavitation research," in W. Lauterbom, ed., Cavitation and Inhomogeneities in Under­
water Acoustics, p. 35, Springer-Verlag, New York, 1980, with permission.) 

The spherical bubbles produced by a laser in water carry strong damping. This 
cannot be explained by Rayleigh's theory of bubble wall motion, even when gas 
content, surface tension, and viscosity are taken into account. It, however, can be 
explained when the liquid is assumed to be compressible (Ebeling, 1978). This is 
demonstrated by Figure 3.8, where the radius-time curve of bubble wall motion is 
computed according to Gilmore's model (see Chapter 2). The crosses and open 
circles are the experimental data of Ebeling (1980). The strong damping of the 
oscillation after the first collapse is caused by sound radiation. In laser-induced 
cavitation, multiple bubbles can be produced by a holographic technique. These 
mUltiple bubbles will follow the same behavior as that of a single bubble described 
earlier. 

3.5. FACTORS AFFECTING CAVITY CLUSTER BEHAVIOR IN 
HYDRODYNAMIC CAVITATION 

Moholkar (1996) and Moholkar and Pandit (1997) and Moholkar et al. (1999) 
examined various cases of air bubble clusters and their behavior under hydrody­
namic cavitation. The assumptions made in their analysis were: 

1. Bubble clusters are spherical. 



78 CHAPTER 3 

2. Both bubble cluster and individual bubbles collapse spherically, so that half 
of the energy released after the collapse is preserved. 

3. A cluster collapses when the cluster size becomes equal to or less than 5 ~m 
(the typical size of an individual bubble in a cluster). 

The main variables that affect the dynamics and collapse of a bubble cluster in 
hydrodynamic cavitation are (1) recovered discharge pressure, (2) time of pressure 
recovery, (3) initial cluster radius, and (4) bubble fraction in the cluster. The effects 
of these variables on cluster behavior have been studied by Moholkar and co-work­
ers. The results of their simulations are briefly presented in the following sections. 

3.Sa. Effect of Recovery Pressure 

The studies by Moholkar and co-workers mentioned earlier showed that cluster 
life is not altered with increasing recovery pressures. This is simply because of the 
cushioning provided to the inner cavities by the outer ones. The collapse of a cluster 
itself depends on the individual collapse of the bubbles in the inner core. This latter 
is influenced more by the pressure pulses during the collapse of the bubbles at the 
boundary than by the recovery pressure, which has a limited exposure. As a result, 
bubble cluster life does not vary with variation in the recovered pressure. 

3.Sb. Effect of Time of Pressure Recovery 

The studies by Moholkar and co-workers also indicated that with decreasing time 
of pressure recoveries (i.e., faster pressure recovery), the life of the cluster increases. 
This may be explained on the basis that with increasing rates of pressure recovery, 
the life of a single cavity increases. Thus the collapse of the bubbles in the inner 
core of the cluster is not triggered because of the higher life of the bubbles that are 
on the boundary. This, therefore, results in an overall growth in cluster life of the 
bubbles. 

3.Sc. Effect of Initial Cluster Radius 

The effect of the initial cluster radius on the cluster dynamics for three cluster 
sizes of 2, 4, and 8 mm were examined by Moholkar and co-workers for a typical 
set of operating conditions outlined in Table 3.4. In these simulations, the bubble 
volume fraction inside the clusters was assumed to be the same. The typical results 
are illustrated in Figure 3.9. It is evident from these results that a larger cluster lives 
longer even though the bubble fraction in it remains the same. This is because of a 
rise in the absolute number of bubbles in the cluster (although the fraction remains 
the same) and because the total life of a cluster increases with increasing cluster 
radius. A larger cluster also results in a larger pressure amplitude upon its collapse. 
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Figure 3.9. Effects of initial cluster radius on cluster dynamics; parameters for simulations are 
described in Table 3.4. A, 8 mm; B, 4 mm; C, 2 mm. 

3.Sd. Effect of Bubble Volume Fraction 

The results obtained by Moholkar and co-workers indicate that the life of the 
cluster decreases as the bubble fraction decreases. This can be explained on the 
basis that the life of the bubble cluster depends on the life of the individual bubbles. 
Thus the lower the bubble volume fraction, the lower the cluster life. In addition, 
since the number of the bubbles in the inner core is lower at a lower bubble volume 
fraction, the energy released by the collapse of the bubbles on the outer boundary 
of the cluster is shared by the smaller number of bubbles. Since each remaining 
bubble receives a larger fraction of energy, its collapse is hastened, thereby reducing 
the life of the cluster. 

Based on this analysis, the following recommendations about the design and 
scaleup of hydrodynamic cavitation reactors can be made: 
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Figure 3.9. (Continued) 

1. An increase in discharge pressure will not change the distribution of cavitation 
energy and hence should not be used as a variable to alter the performance of 
the reactor. 

2. The time of pressure recovery can be used to alter the residence time of the 
reaction mixture since it alters the cluster life. With a larger rate of pressure 
recovery, both cluster life and the distance traveled by the cluster downstream 
of the orifice before its collapse increase. Thus, by changing the rate of 
pressure recovery (by changing either orifice to the pipe diameter ratio or size 
of the pipe downstream of the orifice), one can change the volume downstream 
of the orifice that actually experiences the cavitational effects. 

3.6. FACTORS AFFECTING CAVITY CLUSTER BEHAVIOR IN 
ACOUSTIC CAVITATION 

A number of parameters such as acoustic intensity and frequency, initial cluster 
radius, and bubble volume fraction affect the cluster dynamics in acoustic cavita­
tion. Typical effects of acoustic intensity and frequency, initial cluster radius, and 
bubble volume fraction within the cluster on the cluster radius and life were 
examined by Moholkar and co-workers. Their results were obtained from the 
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simulation of the model equations described in Chapter 2. Important conclusions 
are briefly summarized below. 

Simulations were carried out in initial cluster diameters of 4 mm to 8 mm, an 
acoustic intensity between 5 and 20 W/cm2, an acoustic frequency between 20 and 
50 kHz, and bubble volume fractions between 10-8 and 10-6• Their results indicate 
that the life of the cluster decreases with an increase in the intensity of the acoustic 
field and a decrease in acoustic frequency. The pressure ratio decreases with an 
increase in acoustic intensity and frequency. Finally, a larger initial cluster diameter 
and an increase in bubble volume fraction increase the cluster life, with a minor 
effect on the pressure ratio. 

3.7. CONCLUDING REMARKS 

Based on the simulation of the cavitation bubble dynamics and other assessments 
outlined in this chapter, the following conclusions can be made: 

1. The magnitude of the pressure impulse obtained as a result of cavity collapse 
increases with an increase in cavity size for both acoustic and hydrodynamic 
cavitations. 

2. With increasing irradiation frequency in acoustic cavitation and faster recov­
ery rates in hydrodynamic cavitation, the life of an individual cavity increases. 
As a result, the number of pressure pulses corresponding to each oscillation 
of the cavity before collapse increases. In hydrodynamic cavitation, however, 
this rise is also accompanied by an increase in the magnitude of the pressure 
pUlse. 

3. A study of the effect of increasing intensity of irradiation in acoustic cavitation 
and the resulting recovered pressure in hydrodynamic cavitation reveals that 
in both cases the magnitude of the pressure pulse increases with an increasing 
ultrasonic intensity for acoustic cavitation and with recovery pressure in the 
case of hydrodynamic cavitation. 

4. An increase in the noncondensable gas content increases the life of the bubble; 
hence, the number of pressure pulses is simultaneously increased, but they are 
of a lesser magnitude. 

5. A laser-induced cavity can be perfectly spherical, which can generate large 
pressure and temperature pulses as well as acoustic velocity upon its collapse. 
There is significant damping during the collapse of a spherical cavity. Just as 
for hydrodynamic and acoustic cavitations, laser cavitation produces the most 
favorable results in water (compared with organic liquids). 

6. Cluster life increases with a decrease in acoustic intensity and an increase in 
frequency. A larger initial cluster radius and a larger bubble volume fraction 
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also increase cluster life. A smaller initial cluster size and smaller frequency 
produce larger pressure impulses upon the collapse of the cluster. 

The pressure pulses obtained from bubble oscillations in hydrodynamic cavita­
tion are lower in magnitude but very large in number. Therefore the reactions that 
require relatively milder conditions of temperature and pressure can be carried out 
efficiently in hydrodynamic cavitation reactors. The simulations reported by Mo­
holkar (1996) and Moholkar and Pandit (1997), and their methodology can be used 
to decide on the operating conditions of the cavitating equipment, the likely 
conditions of temperature and pressure generated during the collapse of the cavity, 
and whether they are adequate for carrying out a specific chemical reaction. The 
pressure pulse obtained from acoustic cavitation, on the other hand, is larger in 
magnitude and creates much higher temperatures and pressures upon the implosion 
of the cavity. The reactions that require high temperatures and pressures are thus 
more suitable for acoustic cavitation. Optical cavitation would be most suitable for 
laboratory study of cavitation chemistry under extreme temperature and pressure 
conditions. 
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4.1. INTRODUCTION 

As described in Chapter 3, the source of cavitation chemistry is the phenomenon 
of cavitation, which is largely caused by the reduction of pressure within a liquid. 
In an ultrapure system, a large pressure reduction will· be required to form the 
cavities. However, cavities can be formed with a small pressure reduction if there 
are small amounts of dissolved or undissolved impurities present in the bulk liquid. 
The cavities can also be formed at liquid-solid interfaces, as is the case in many 
gas-liquid-solid cavitation-induced transformations. Possible sites of the reaction 
induced by cavitation were graphically illustrated in Figure 1.5. We examine here 
the chemical transformations induced by the cavities that are generated by either 
acoustic or hydrodynamic forces. 

When liquid is exposed to ultrasound, chemical transformation occurs through a 
process defined by the behavior of the small bubbles. Their lifetime is generally a 
few acoustic cycles, during which they expand by vapor pumped into the bubble as 
its surface expands and contracts with the changing pressure in the liquid. The 
degree of expansion (which can be of the order of 3 to 400 times) depends on the 
size of the initial nuclei. These bubbles then move toward the pressure antinodes 
and collapse violently during the next compression half-cycle. The local tempera­
tures and pressures generated by this collapse are very large. Schematic repre­
sentations of the lifetime of a small bubble (i.e., transient cavitation), during an 
acoustic cycle, the nature of its growth and collapse, and the regimes where 
cavitation is unlikely are given in Figure 4.1. It should be pointed out that no liquid 
cavitation reaction occurs without cavitation and several published examples con­
tain parallel experiments showing that vigorous stirring or mechanical agitation 
will not produce a marked increase in the reaction rate. The interaction of sound 
with matter through the process of cavitation offers a range of energies for chemical 
conversion that are not available from other sources. Hydrodynamically caused 

8S 
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Figure 4.1. (a) Schematic representation of the lifetime of a transient cavitation bubble. (From Suslick, 
1986b, with permission.) (b) Schematic representation of bubble growth and implosion in a liquid 
irradiated with ultrasound. (From K. Suslick, "Sonochemistry" in Kirk Othmer Encyclopedia of 
Chemical Technology, 4 ed., vol. 26, pp. 516-541. Copyright © 1998, John Wiley & Sons, Inc. Reprinted 
by permission of John Wiley & Sons, Inc.) (c) Region where cavitation is unlikely. (From K.S. Suslick, 
"The chemical effects of ultrasound," Scientific American, Feb. 1989, pp. 82,83, reproduced with 
permission of Slim Films.) 

cavitation has similar behavior, although the frequency, time, and recovery pressure 
are of different magnitudes. 

The implosion of cavities formed by ultrasound or other hydrodynamic forces 
establishes an unusual environment for chemical reactions. The gases and vapors 
inside the cavity are adiabatically compressed, generating intense heat that raises 
the temperature of the liquid immediately surrounding the cavity and creates a local 
hot spot. Even though the temperature of this region is extraordinarily high, the 
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Figure 4.1. (continued) 

region itself is so small that the heat dissipates quickly. The heating and cooling 
rates during cavitation are estimated to be more than a billion degree Celsius per 
second. This is similar to the cooling that occurs if molten metal is splattered onto 
a surface cooled near absolute zero. At any given time, therefore, the bulk of the 
liquid remains at the ambient temperature. 

The exact temperatures and pressures generated during cavity implosion are 
difficult to calculate theoretically and to determine experimentally. Yet these 
quantities are fundamental to describe the potential of cavitation chemistry. Theo­
retical models have been proposed that approximate the dynamics of cavity implo­
sion at various levels of accuracy. All these models have difficulty in accurately 
describing cavity dynamics during the last stages of implosion. The most sophisti­
cated models give temperatures of thousands of degree Celsius, pressures of hundreds 
to thousands of atmospheres, and heating times of less than a microsecond. 

Although the pressures attained during cavity implosion are harder to determine 
experimentally than temperature, the two quantities are correlated. One can there­
fore estimate the peak pressure to be 500 atm, which is half the pressure at the 
deepest region of the ocean, the Mariana Trench. Even though the local temperature 
and pressure conditions created by cavity implosion are extreme, the system 
parameters that affect cavitation chemical reactions are reasonably well defined. 
The intensity of cavity implosion, and hence the nature of the reaction, can easily 
be altered by such factors as acoustic frequency, acoustic intensity, ambient tem-
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perature, static pressure, choice of liquid, pretreatment of liquid, initial size of 
bubbles, or choice of the ambient gas. The way in which these factors alter cavitation 
chemistry often defies basic intuitions about chemistry. 

Sonochemistry makes available a range of energies as well as a combination of 
pressures and duration not available from any other source. The relations among 
energy, pressure, and time for sonochemistry and other chemistry are illustrated in 
Figure 4.2. The effects of ultrasound on liquids have also been used to enhance the 
chemistry of compounds in solution. Compounds that contain metal-carbon bonds, 
called organometallics, are particularly illustrative. This diverse class of chemicals 
is important in the formation of plastics, in the production of microelectronics, and 
in the synthesis of pharmaceuticals, herbicides, and pesticides. The conversion of 
Fe(CO)s (see Table 4.1), when compared with the effects of light and heat, 
underscores the distinctive chemistry that ultrasound can induce. When Fe(CO)s is 
exposed to heat, it decomposes into carbon monoxide (CO) and a fine iron powder, 
which ignites spontaneously in air. When Fe(CO)s is exposed to ultraviolet light, 
it first breaks down into Fe(CO)4 and free CO fragments. Fe(CO)4 can then 
recombine to form Fe2(CO)9' Cavity implosion creates different results. It delivers 
enough heat to dissociate several CO molecules but cools quickly enough to quench 
the reaction before decomposition is complete. Thus when Fe(CO)s is exposed to 
ultrasound, it yields the unusual cluster compound Fe3(CO)12' The literature has 
shown that the rate of decomposition of Fe(CO)s is exponentially dependent upon 
the solvent vapor pressure at 25°C under argon for a series of hydrocarbon solvents. 
Cavitation chemistry induced by hydrodynamic forces carries milder temperatures 
and pressures and thereby has slower rates and perhaps somewhat different sets of 
reactions. 

The sonochemistry oftwo immiscible liquids (such as oil and water) stems from 
the ability of ultrasound to emulsify liquids so that microscopic droplets of one 
liquid are suspended in the other. Pressure fluctuations (caused by either acoustic 

TABLE 4.1. Reaction Schemes for Sonolytic. Thermolytic. and Photolytic 
Decomposition of Fe(COh a 

heat 

hv 
Fe(CO)s -t--+ 

Fe 

.») Fe(CO)a 
• Fe(CO)a + Fe. l Fe3(CO)12 

"From Peters (1966) with permission. 
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or hydrodynamic forces) stress liquid surfaces, overcoming the cohesive forces that 
hold a large droplet together. The droplet bursts into smaller ones and eventually 
the liquids are emulsified. Emulsification can accelerate chemical reactions be­
tween immiscible liquids by greatly increasing their surface contact. A large contact 
area enhances crossover of molecules from one liquid to the other, an effect that 
can make some reactions proceed quickly. The emulsification of mercury with 
various liquids has a particularly interesting chemistry. 

4.2. MECHANISMS FOR CAVITATION REACTION 

The chemical and biological effects of ultrasound were first reported by Richards 
and Loomis (1927) more than 70 years ago. Within 15 years of that work, 
widespread applications of ultrasound were found. Given the detailed under­
standing of the dynamics of cavitation outlined earlier, the relevant question for the 
chemist lies in the actual mechanisms responsible for the liquid cavitation reactions. 
A number of mechanisms discussed in the literature are briefly outlined here. 

While the "hot-spot" pyrolysis theory ofthe collapse of cavitation bubbles, first 
proposed in 1950 (Neppiras, 1980; Neppiras and Noltingk, 1950,1952), is now the 
generally accepted model, many other theories have also been proposed to explain 
sonochemical behavior. The first of these arose from observations that water emits 
light when it is exposed to ultrasound. This process, "sonoluminescence," was 
proposed to occur via some mechanism similar to that which generates lightning. 
Charge separation in the atmosphere tears apart water droplets, with a buildup in 
potential. The rapid discharge of this built-up energy results in a flash of lightning. 
It was suggested that cavitation bubbles are created as lenticular rather than 
spherical cavities in the first instance and thus enormous electric stresses are 
invoked within the bubble. These stresses were thought to generate moving charges 
in the surface layer of the bubble. In the limiting case where charge separation is 
complete (i.e., the positive charges are distributed diametrically opposite to the 
negative charges), the electric field strength across the bubble was calculated to be 
600 V cm-1 (Apfel, 1981; Arakeri and Chakraborty, 1990; Barbier, 1899). These 
gradients are large enough to result in bond breakage and chemical activity. Thus 
the reactions were mainly electrochemical in nature. 

This theory dominated sonochemistry until the 1970s, gaining legitimacy from 
observations that sonolysis of water creates species similar to those of electrical 
discharge or radiolysis. Some sonochemical effects are similar to those produced 
in plasma. Careful investigation has shown that the reaction rate of sonolysis is 
inversely proportional to the vapor pressure from the surrounding solvent. A similar 
relationship was obtained by Suslick (1986a,1986b), who monitored the loss of 
color (blue 525 nm) of the free radical scavenger DPPH (1,I-Diphenyl-2-pieryl 
hydroxyl) in various solvents under argon at a temperature of 4°C and an intensity 
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of 50 W cm-2• These results are summarized in Table 4.2. These findings are 
justified in terms of the "hot spot" model: the adiabatic heating effects of rapid 
compression decrease as the vapor recondenses. Furthermore, heat conduction to 
the surroundings further reduces the local heating effect. The overall effect is that 
increasing the vapor pressure reduces the intensity of cavitational collapse, the 
maximum temperature attainable, and subsequently the ongoing reaction rate. 

Thus ultrasonic reactions have an interesting characteristic: reaction rates de­
crease as the ambient temperature increases. The electrical discharge theory, which 
was supported until the mid-1970s, has at last been rejected as being inconsistent 
with experimental results (Harvey 1939, 1960; Harvey et aI., 1944). Another theory 
that attempts to account for the degradation of large polymers in ultrasonic fields 
suggests that direct mechanical cleavage of bonds may occur as a result of the 
intense shock generated by either transient cavitation or the direct effect of the 
accelerations produced by the sound or hydrodynamic field; these have been 
estimated to be as high as 105 g at 500 kHz. However, polymer interactions with 
reactive species produced as a result of solvent breakdown could also account for 
this effect. 

The most recent theory was proposed as a result of studies using binary water­
ethanol mixtures. In considering the solvolysis of tert-butyl chloride, Mason (1986, 
1987, 1990a,b) and Mason and co-workers (1983, 1988) theorized thatthe reaction 
rate must be dependent on the degree of solvation in the transition state prior to 
ionization. This reaction was monitored by conductometric measurement of HCI. 
The authors suggest that ultrasonic irradiation alters the structure of the liquid, 
which facilitates the chemical reaction. However, the system is too complex to make 
such generalizations at this time. 

On the assumption that the bubble collapse is adiabatic, Noltingk and Neppiras 
(1950) and others have shown that the maximum temperatures and pressures 
generated in the bubbles are given by 

Solvent 

Decane 

I-Butanol 

I-Propanol 

Toluene 

Propyl ether 

Acetone 

TABLE 4.2. Rate of DPPH Trapping in Nonaqueous Solventsa 

-d[DPPH]/dt Surface tension Vapor pressure 
(!-lmol min-I) Viscosity (cp) (dyn em-I) (torr) 

7.75 0.9 0.25 

6.2 2.9 26.2 1.1 

5.43 2.3 23.8 4.6 

2.17 0.6 28.5 8.7 

1.61 0.5 22.8 

0.88 0.3 23.7 33.1 

"From Perkins (1990) with permission. 
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(4.1) 

and 

(4.2) 

where To is the temperature of the bulk liquid; P is the bubble pressure after collapse; 
Pm is the pressure before collapse, which generally corresponds to the vapor 
pressure of the liquid; and y is the ratio of specific heats of the dissolved gas or 
vapor. Depending on the conditions used, a solution of Eqs. (4.1) and (4.2) leads to 
maximum pressures of 1000-2000 bar and maximum temperatures of 4000-6000 
K. For heptane-decane mixtures, a schematic diagram showing the calculated 
values of effective temperature immediately prior to collapse of the cavitation 
bubble under an argon atmosphere is shown in Figure 4.3. 

There is significant experimental evidence to support the "hot spot" theory. 
Sehgal et at. (l977a,b), Seghal and Verrall (1982), and Verrall and Nomura (1977), 
and more recently, Suslick (1986a,b, 1987) and Suslick and co-workers (1981, 
1983, 1987) have shown that the sonoluminescence induced in alkane solvents is 
the same as that arising from their combustion at several thousand kelvin. Also, 
they showed that chemical reactions, such as the decomposition of metal carbony Is, 
occurred under cavitation in the same manner as thermal processes at these 
temperatures. Regardless of the exact origin of these chemical effects, one can 

Figure 4.3. Schematic diagram showing the calculated values for the effective temperatures immedi­
ately prior to collapse of the cavitation bubble in heptane-decane under an argon atmosphere. (From 
Henglein, 1993, with permission.) 
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identify three zones (see Figure 4.3) in a cavitation system: (1) the bulk liquid, in 
which there is no primary cavitational chemical activity, although subsequent 
reaction with either acoustically or hydrodynamically generated intermediates may 
occur; (2) the bubble's center, where the harsh conditions lead to reactions in vapors 
and gases; and (3) the interfacial region, where there are large gradients of pressure 
and temperature, as well as extremely high shear gradients due to shock waves and 
the motion of solvent molecules around the collapsing bubbles. 

Few experimental determinations of the nature of the sonochemical reaction site 
or of cavitational conditions have been made. Sonoluminescence spectra have been 
used by Sehgal et al. (1977a,b), Sehgal and Verrall (1982), and Verrall and Nomura 
(1977) to estimate the local conditions at the site of sonoluminescence. It is not yet 
established, however, whether sonoluminescence arises in the same location as 
most cavitation chemistry. The important questions regarding the nature of the 
cavitation chemical reaction site have been examined by Suslick (1986a,b, 1987) 
and Suslick and co-workers (1981, 1983, 1987) by evaluating the sonochemistry 
of volatile metal carbonyls. In order to determine whether the sonochemical 
reactions were occurring in the gas phase or the liquid phase of the cavitation event, 
the first-order rate coefficients of sonochemicalligand substitutions were measured 
as a function of metal carbonyl vapor pressure. If the sonochemical reaction site is 
gas phase only, then a plot of reaction rate coefficient versus dosimeter vapor 
pressure will be linear with a zero intercept; if the site is liquid phase only, then the 
plot will have a nonzero intercept with a zero slope (i.e., the rate coefficient will be 
independent of dosimeter vapor pressure). 

The rate constants for sonochemical substitutions at various ambient tempera­
tures carried out in solutions of two n-alkanes that had been mixed in the proper 
proportions to keep the total system's vapor pressure constant at 5.0 torr (6.7 mbar) 
were obtained by Suslick (1986a,b, 1987) and Suslickand co-workers (1981,1983, 
1987). The results indicated that the sonochemical rate coefficient increased line­
arly with increasing dosimeter vapor pressure and had a nonzero intercept. The 
linear dependence of the observed rate coefficients on metal carbonyl vapor 
pressure is expected for reactions occurring in the gas phase; as the dosimeter vapor 
pressure increases, its concentration within the gas-phase cavity increases linearly, 
thus increasing the sonochemical rate coefficients. In addition, the nonzero inter­
cept indicates that there is a vapor pressure-independent component of the overall 
rate. There must be, therefore, an additional reaction site within the liquid phase, 
presumably in the thin liquid shell surrounding the collapsing cavity. 

With these data, one may also estimate the effective temperatures reached in each 
site by the use of comparative rate thermometry, a technique developed for similar 
use in shock tube chemistry. If the chemical reaction rate coefficients follow 
Arrhenius behavior [k=A exp(EaIRl), where A is the frequency factor, Ea is the 
activation energy, and Rg is the gas constant], then a plot of In(k/ Ai) against Eai for 
a series of reactions i gives a line with the slope lIRgTeff Using the sonochemical 
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kinetic data for ligand substitution of metal carbonyls, in combination with the 
activation parameters (A and E) determined by high-temperature gas-phase laser 
pyrolysis, the effective temperatures of both sonochemical reaction sites have been 
experimentally estimated by Suslick (1986a,b, 1987) and Suslick and co-workers 
(1981, 1983, 1987): the gas-phase reaction zone effective temperature is 5200 ± 
650 K, and the liquid-phase effective temperature is -1900 K. Using a simple 
thermal conduction model, the liquid reaction zone is estimated to be -200 nm thick 
and to have a lifetime of less than 2 ~s. 

The sonochemical estimates of cavitational temperature in the liquid shell are 
comparable to those determined by sonoluminescence, which may mean that the 
site of sonoluminescence (at least for the alkali metal ions) is in the heated liquid 
shell surrounding the collapsing bubble. Regardless of the details, it is clear that 
cavitational collapse generates hot spots with effective temperatures of several 
thousand degrees. The cavitation efficiency is determined by the possibility of the 
components reacting by a mechanism in which a reactive intermediate is directly 
generated by the cavitational events. Such intermediates should be radicals or 
radical ions, and the cavitation-sensitive step should follow a single electron transfer 
(SET) mechanism. For volatile species in water, the reactions will predominantly 
occur in gas cavities. For nonvolatile species, the reactions would predominantly 
occur in the liquid film surrounding the gas cavities. 

It is important to compare the relative strength of free radical reactions (mainly 
occurring in the liquid shell surrounding the bubble) during ultrasonic radiation 
with radiolysis and photolysis. From the "collapse" of one cavitation bubble in 
sonication, approximately 104_106 radical pairs can be formed; this is between 
three and five orders of magnitude higher than the corresponding number of ions 
and radicals produced in tracks of ionizing radiation and the number of radicals 
generated in a "cell" during the photolysis process. Taking into consideration the 
sizes of the gas microbubbles (10-6-10-7 m in diameter), their steady-state concen­
tration within a cavitation liquid (1013_1014 bubbles/m3), as well as the ultrasonic 
energy density (1&-106 W/cm3 at an intensity of 105 W/cm2), it is easy to 
understand the success of this ultrasonic cavitation technique as a "new" initiation 
method. Table 4.3 gives values of the radical recombination coefficients (BR) for 
several organic free radicals produced in an ultrasonic field, as well as the corre­
sponding values obtained using the photolysis method. Table 4.4 shows the com­
parative yields of various products of the free radicals generated by sonolysis, 
radiolysis, and photolysis techniques. 

Riesz et al. (1990) demonstrated with the help of electron paramagnetic reso­
nance and spin-trapping studies of the free radical intermediates generated by the 
sonolysis of aqueous solutions of volatile solutes (methanol and ethanol) and 
nonvolatile solutes (acetate, amino acids, sugars, pyramidines, nucleotides, and 
surfactants) that these reaction zones exist in aqueous sonochemistry. The very high 
temperatures and pressures induced by acoustic cavitation in collapsing gas bubbles 
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TABLE 4.3. Values of the Radical Recombination Coefficients, B R for a Number of 
Organic Free Radicals Produced by either Ultrasonification (U) or Photolysis (P) 

Treatment" 

Organic compound Atmosphere Radicals produced BR(U) BR(P) 

CH3CHO Ar CH3• 30-35 0.5 
CHO· 16-22 0.5 

C6H12 Ar ·C6Hll 16-19 0.2 
H· 5-8 

CH3CHO O2 CH3COOO· 46-50 

C~12 O2 C6HIlOO· 33-38 

"From Mokry and Starchevsky (1993) with permission. 

TABLE 4.4. Comparative Yields of the Products from Sonolysis [F(y)], Radiolysis 
[G(y)], and Photolysis [1t(y)] of Acetaldehyde and Cyclohexane, carried out in the 

Presence of Different Gasesa 

Organic precursor Products F(y) G(y) 1t(y)b 

CH3CHO CH4 2.06 7 + 
CO 3.04 1.8 

HCOH l.l x 10-5 

H2 1.2 x 10-5 1.2 + 
~H6 1 X 10-3 l.l + 

C6H1{ H2 2.0 5.2 + 
C6HII-C6HII 0.81 1.7 + 
C6HIO 0.21 2.4 + 

CH3CHOd CH3COOH 17,150 20,000 

CH3COOOH 5410 + 
CO2 202 
CO 28 
CH4 72 

C6HIl C6HII00C6HII 2.75 0.5 
C6H1100H 0.1 1.0 
C6HIIOH 0.38 

C6HI00 0.29 0.7 

"From Mokry and Starchevsky (1993) with permission. 

9S 

b+ indicates that the product is known to be present but a quantitative determination of the yield has not been reported. 
"Experiments carried out in an argon atmosphere. 
dExperiments carried out in an oxygen atmosphere. 
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in aqueous solutions lead to the thermal dissociation of water vapor into hydrogen 
atoms and hydroxyl radicals. Reactions take place in the gas phase (pyrolysis 
reactions), in the region of the gas-liquid interface, and in the bulk of the solution 
at ambient temperature (similar to radiation chemistry reactions). By using rare 
gases with different thermal conductivities, the contributions of individual reaction 
steps with widely different energies of activation can be evaluated. In this case the 
cavitation efficiency is determined by the possibility of the components reacting by 
a mechanism in which a reactive intermediate is directly generated by the cavita­
tional events. Such intermediates should be radicals or radical ions, and the 
cavitation-sensitive step should follow a single electron transfer mechanism. For 
volatile species in water, the reactions will predominantly occur in gas cavities. For 
nonvolatile species, the reactions will predominantly occur in the liquid film 
surrounding the gas cavities. 

4.3. FACTORS AFFECTING CAVITATION CHEMISTRY 

Just like cavitation physics, cavitation chemistry is strongly affected by a variety 
of external parameters, including acoustic frequency, acoustic intensity, bulk tem­
perature, static pressure, choice of ambient gas, choice of solvent, etc. These are 
important considerations in the effective use of ultrasound or hydrodynamic forces 
to influence chemical reactivity and are also easily understandable in terms of the 
cavitational hot-spot mechanisms. These effects are summarized in Table 4.5. 

4.3a. Acoustic Frequency 

Historically there have been two underlying misconceptions in cavitation chem­
istry. The first suggests that there is no frequency effect. This misconception arises 
from the idea that once the cavitation threshold is crossed, the ensuing cavitational 
collapse will provide the same effects whatever the frequency. The second concerns 
the frequencies employed in cavitation chemistry, which are generally in the power 
ultrasound range defined as 20 to 100kHz. The latter is the case despite the fact 
that there is a considerable amount of information on sonochemistry, which uses 
frequencies higher in the ultrasonic range (around 1 MHz) but still involves 
cavitation. Even if we restrict our considerations to ultrasound in the kilohertz 
range, there are still some interesting frequency effects. Petrier and co-workers 
(1982, 1984, 1985, 1992a,b) and Petrier and Luche (1987) compared the effective­
ness of 20- and 514-kHz irradiation in the oxidation of aqueous KI to iodine and 
the generation of hydrogen peroxide in water at the same input power. The rate of 
production of iodine in oxygen-saturated KI (10-2 M) was some six times faster, 
and peroxide formation in water 12 times faster at the higher frequency. This result 
is ascribed to the fate of the OH- radical formed by the breakdown of water on 
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TABLE 4.5. Effects of Extrinsic Variables on Cavitation Chemistry" 

Extrinsic variable 

Acoustic frequency 

Acoustic intensity 

Bulk temperature 

Static pressure 

Ambient gas 

Choice of liquid 

Physical property 

Period collapse 

Reaction zone size 

Liquid vapor pressure 

Thermal activation 

Total applied pressure 

Gas solubility 

Polytropic ratio 

Thermal conductivity 

Chemical reactivity 

Gas solubility 

Vapor pressure 

Surface tension 

Viscosity 

Chemical reactivity 

"From Suslick (1986a) with permission. 

Effect 

Resonant bubble size 

Cavitation events per volume 

Bubble content, intensity of collapse 

Enhanced secondary reaction rates 

Intensity of collapse 

Bubble content 

Intensity of collapse 

Intensity of collapse 

Primary or secondary sonochemistry 

Bubble content 

Intensity of collapse 

Transient cavitation threshold 

Transient cavitation threshold 

Primary or secondary sonochemistry 
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collapse of the cavitation bubble. The OH- can be destroyed by reactions in the 
bubble or can migrate into the bulk and produce peroxide. At the higher frequency. 
a shorter bubble lifetime allows more of the OH- to escape from the bubble. The 
efficiency of OH- production thus increases as the irradiation frequency is increased 
(see Table 4.6). There is also some evidence for this frequency effect in work 
involving OH- detection by fluorescence. When aqueous sodium terephthalate 
reacts with OH-. it forms fluorescent hydroxyterephthalate. and its concentration 
can be estimated spectroscopically. 

In a recent study. Seymour and Gupta (1996. 1997. 1998) and Seymour et al. 
(1997) showed that the oxidation of KI is significantly enhanced with higher 
ultrasound frequency. They showed that in a novel reactor. an ultrasound frequency 
of 640 kHz gave a 100% enhancement over the best reported rate for the oxidation 
of potassium iodide. on a per watt basis. In this study. increasing the KI concentra­
tion by over eightfold merely increased the iodine production rate by twofold. This 

TABLE 4.6. Effect of Frequency on OW Production" 

Frequency (kHz) 20 40 60 

Auorescence 

Power(W) 

Efficiency 

30 
50 

0.6 

aFrom Mokry and Starchevsky (1993) with permission. 

40.2 

26 

1.6 

29.3 

11 

2.7 
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suggested that in the oxidation region surrounding the bubble, the KI concentration 
was much different than in the bulk. It was proposed that the hydrophobic bubble 
region had a lower and near saturation KI concentration. In subsequent work, 
Seymour and Gupta (1997, personal communication) showed that the addition of 
NaCI salt further enhanced the sonochemical degradation of aqueous pollutants at 
640 kHz frequency. The magnitudes of enhancement are quite large: threefold for 
para-ethylphenol and ninefold for phenol. These reaction rate enhancements were 
due to better partitioning of the pollutant molecules near the cavitation bubble. 

Cavitation induced by very low-frequency sound « 100 Hz) has an observational 
advantage because of its large spatial (-1 cm) and temporal (-0.1 s) scale, which 
permits more easily detailed insights into bubble dynamics. At very high frequen­
cies (above a few megahertz) cavitation ceases, and sonochemistry is generally not 
observed. The observed thresholds for liquid cavitational chemical transformation 
are strongly frequency dependent. The existence of an optimum pressure amplitude 
for a given frequency has been demonstrated for some cavitation-related phenom­
ena, e.g., sonoluminescence cavitation erosion. 

4.3b. Acoustic Intensity 

Acoustic intensity has a dramatic influence on the observed rates of sonochemical 
reactions. Below a threshold value, the amplitude of the sound field is too small to 
induce nucleation or bubble growth. Above the cavitation threshold, increased 
intensity of irradiation (from an immersion hom, for example) increases the effective 
size of the zone ofliquid undergoing cavitation and thereby increases the sonochemical 
rate. Furthermore, as the acoustic pressure increases, the range of bubble sizes that 
undergo transient cavitation increases; this too increases the sonochemical rate. It is 
often observed experimentally, however, that as one continues to increase acoustic 
amplitude, eventually rates begin to diminish again. Possible explanations for this 
behavior include bubble shrouding of the sonic hom and overgrowth of bubbles. 

The effect of pressure amplitude on sonochemical reactions has not exhibited a 
maximum. Thus, yields increase with increasing amplitude. This may, however, be 
because high-intensity ultrasonic horns have not been used so far in studying 
sonochemical reactions. Luche (1987, 1991, 1992a,b, 1993, 1998) and Luche and 
co-workers (1983, 1984, 1989) have reported that the Barbier reaction rate between an 
alkyl lithium and an aldehyde increases continuously as the voltage input to the 
transducer is increased from 60 to 160 V (Figure 4.4). While the temperature in these 
experiments was not stable, the experimental observations show that there is an upper 
limit to power input beyond which no additional rate increase is seen. Explanations 
put forward suggest that penetration of sound into the body of the liquid is hindered 
if cavitation is so intense that, as indicated earlier, the radiating surface becomes 
shrouded in a layer of bubbles. Conversely, it may simply be that bubble growth 
becomes so rapid that the boundary for transient cavitation is exceeded before the next 
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Figure 4.4. The effects of increasing power input on the rate of the reaction between an alkyl lithium 
and benzaldehyde. (From Luche, 1991, with permission.) 

compression half-cycle. In any case, very high intensity generally does not produce 
high rates of reaction and is therefore not very desirable. Similar arguments will 
also hold for hydrodynamic cavitation. A sharp pressure drop could cause clouds 
of bubbles, not all of them effective in creating useful cavitation chemistry. 

4.3c. External Pressure 

The greater the external pressure, the larger the collapse pressure and the shorter 
and more violent the bubble collapse. This postulation has, however, been ques­
tioned and is further complicated by consideration of the events that lead to 
nucleation of the bubbles. 

An increase in the static pressure: (1) decreases the gas content of a bubble; (2) 
increases the maximum pressure during the final stages of collapse; (3) increases 
the temperature reached during the final stages of collapse; (4) increases erosion, 
which depends on shock wave intensity; (5) may increase the threshold for cavita­
tion; and (6) mayor may not increase chemical reaction yields. The chemical 
reaction rate will increase with the increased final temperatures and pressures 
associated with higher static pressures (lower gas content). However, a lower gas 
content also means a lower concentration of gas molecules in a bubble, thus 
lowering the reaction rate and reaction product yield. Depending on which of these 
two effects is greater, elevated static pressure mayor may not enhance sonochemical 
reaction yields. The effects of static pressure on the yields of some reactions are 
listed in Table 4.7. 
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TABLE 4.7. Effect of Elevated Static Pressure on Cavitation ProcessesD 

Author System studied 

Weissler (1950, 1951a,b, Yield of H20 2 
1953, 1959, 1960, 1962) 

Weissler et aL (1950) Sonoluminescence 

Finch (1965) Sonoluminescence of H20 2 

Siryotuk (1966, 1971) 

El'Piner (1964) 

Bronskaya et al. (1968) 

Cavitation, erosion 

Oxidation of KI in aqueous 
solution in presence of 02 
Formation of HCOOH from a 
ketoglutaric acid 

Irradiation of biological cells 

Chendke and Fogler (1974, Decomposition of CC14 in the 
1983a,b) presence of argon 
Fogler (1971) 

Nature of effect 

Shows a maximum yield at 2 atm 

Shows a maximum intensity at 2 
atm 

Luminescence increases with 
pressure in the range of 0-10 psi, 
then decreases with further 
pressure increase 

Erosion increases with pressure by 
a factor of 1 rfl to loJ until a 
pressure of 45 atm, then starts 
decreasing with a further increase 
in pressure 

Yield decreases monotonically 
from X to 40 atm pressure 

Yield decreases with increasing 
pressure from 1 to 4, then starts to 
increase 
Mortality of cells rises abruptly 
when pressure is increased above 4 
aIm 
Yield of Cl2 increases up to a 
pressure of 1.8 atm (higher 
pressures not investigated owing to 
equipment limitations) 

Bogachev and 
Korobeinikov (1972) 

Cavitation erosion in liquid oxygen The cavitation erosion vs. static 
pressure curve shows a maximum 
at a pressure that depends on the 
acoustic frequency applied 

"Reprinted from Chern. Eng. J., 8, P.K. Chendke and H.S. Fogler, "Second-order sonochemical phenomena-extensions 
of previous work and applications in industrial processing," pp. 165-178. copyright 1974, with permission from 
Elsevier Science . 

. Sonochemical yields as a function of increasing static pressure have been 
reported by different researchers to increase, to decrease, and to increase to some 
point and then decrease. One would expect cavitational collapse to increase in 
intensity with increasing external pressure because the total imposed pressure at 
the initiation of collapse would be increased. Given a fixed acoustic intensity, 
however, nucleation of cavities can no longer occur above some limiting applied 
pressure, since the acoustic field must overcome the combined tensile strength of 
the liquid and the ambient pressure. In contrast, as one reduces the ambient pressure, 
eventually one deactivates the gas-filled crevices that serve as nucleation sites and 
therefore also diminishes the sonochemistry. Further experimental difficulties occur 
when one attempts to maintain a pressure vessel at constant temperature while under 
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ultrasonic irradiation. In reactions that involve the ambient gas directly, enhanced 
solubility also plays a role in the overall rates observed. While very little is known 
about the effect of pressure on hydrodynamic cavitation, in principle, arguments 
similar to those for acoustic cavitation would hold. 

4.3d. Gas Solubility 

Bebchuk and Rozenburg (1951) found that cavitation erosion decreased mono­
tonically with increased gas solubility. Fitzgerald and co-workers (1956) Prud­
homme (1950, 1957), Prudhomme and Grabar (1949a,b, 1958), and Prudhomme 
and Guilmart (1957) studied the effects of various dissolved gases on the formation 
of H20 2 from water. Fitzgerald varied the composition of an argon-helium 
mixture over the range of 0 to 100% argon and found that H20 2 yield decreased 
linearly with the square root of the thermal conductivity of the gas mixture and 
increased linearly with the solubility of the Ar-He mixture in the water. These 
results demonstrate a statistical relationship between cavitation and the amount of 
dissolved gas. Ceschia and Iernetti (1973) observed a decrease in cavitation thresh­
old for incipient sonoluminescence with increasing gas solubility. They also found 
that the concentration of cavitation nuclei is directly proportional to the gas 
solubility. 

4.3e. Nature of the Gas 

Srinivasan (1955) and Srinivasan and Holroyd (1955, 1961) studied the spectral 
distribution of the sonoluminescence of water saturated with different gases and 
found that the spectrum was continuous and that the spectral distribution closely 
resembled that of a blackbody radiation of 10,000 K for water saturated with 
monoatomic gases and 8800 K for water saturated with diatomic gases. Triatomic 
gases like CO2 suppress both sonoluminescence and sonochemical reactions. 
However, different gases with the same specific heat will luminesce with different 
intensities and also enhance chemical reactions to different extents. This difference 
may be attributed to a departure from adiabatic conditions and to differences in the 
solubilities of the gases. 

The choice of ambient gas also has a major impact on sonochemical reactivity. 
The maximum temperature reached during cavitation is strongly dependent on the 
polytropic ratio (C/Cv = y) of the ambient gas, which defines the amount of heat 
released during the adiabatic compression of that gas. This can have a dramatic 
impact: all other factors being equal, the difference between cavitation in the 
presence of xenon (CplCv = 1.67) and a Freon (C/Cv - 1.1), for example, would 
increase the ratio of maximum temperatures by sevenfold. As mentioned earlier, 
sonochemical rates are also significantly influenced by the ambient gas's thermal 
conductivity of the ambient gas. The role of thermal transport during cavitational 
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collapse has long been recognized as evidence in favor of the hot-spot mechanism 
of sonochemistry. Sonochemical reactions often involve the gases present in the 
cavitation event. For example, H2, N2, 02' and CO2 are not inert during cavitation 
and undergo a variety of redox and radical reactions. 

Heat Dissipation by Conduction. Departures from adiabatic bubble collapse 
may be due to heat conduction from the hot bubble contents to the liquid, which 
acts as a heat sink. If this mechanism is valid, then the thermal diffusivity of the 
bubble contents should have a pronounced effect on cavitation intensity. Generally, 
heat and mass transfer effects have been proven insufficient. 

Effect of Heat Dissipation on Chemical Reaction. Table 4.8 shows the proper­
ties of various gases and their effectiveness in enhancing cavitation phenomena. 
One observes that the sonochemical yields and the sonoluminescent intensity 
increases with a decrease in thermal conductivity. Fitzgerald et ai. (1956) indicated 
that the yield of H20 2 is linearly related to the square root of the thermal conduc­
tivity of the gas mixture. This linear dependence of the HP2 yield on the square 
root of the thermal conductivity is sometimes cited as evidence in support of the 
hot spot theory of bubble collapse. 

Prudhomme and Guilmart (1957) also examined the effects of the nature of the 
dissolved gas on the yield ofH20 2 from water. Their data on the rare gases indicate 
an increasing yield of H20 2 with decreasing thermal conductivity of the gas up to 
a point, beyond which the yield remains essentially the same on further reduction 
of the thermal conductivity of the gas. This suggests that there is a region in which 
the bubble collapse is adiabatic and one in which it is heat transfer controlled. A 
third region is, of course, one in which the collapse is isothermal. 

If H20 in the bubble is dissociating into (H) and (OH) radicals, a portion of the 
heat of compression is absorbed by this dissociation, thus lowering the final 
temperature in the bubble. Similarly, a possible explanation of inhibitive action of 
dissolved CO2 on sonoluminescence and chemical reactions may be the thermal 
dissociation of CO2 to CO and 02 in the cavitation bubble, resulting in a lower 
bubble temperature. 

4.3f. Liquid Properties 

Water is a good solvent for gases and other solutes since water vapor molecules 
in a cavitation bubble are dissociated into atomic Hand OH radicals. These radicals 
serve as initiators of various chemical reactions, such as the formation of H20 2, the 
liberation of CO2 from a saturated water-CO solution, and the oxidation of Kl to 
give iodine. 

There are other examples of ultrasonically induced chemical reactions between 
two dissolved gases in an aqueous medium. For example, molecules of N2 and 02 
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dissolved in water combine to form oxides of nitrogen. If the water is saturated with 
N2 and ~, ammonia is formed. A mixture of N2, ~, and CO can lead to formation 
of HCN and HCOOH. These and many other examples are discussed later. 

The presence of dissolved impurities in a liquid affects cavitation phenomena. 
Negishi (1961) found that the relative sonoluminescent intensity of aqueous solu­
tions of some electrolytes (N~C03' NaCl, N~S203' and NaN03) was a factor of 
1.5 to 4 greater than that oftapwater. The presence of NaHC03, on the other hand, 
decreased sonoluminescence appreciably; organic liquids have similar effects on 
sonoluminescence in water. Liquids such as CS2, B7, and CH3I enhance the 
sonoluminescent intensity of water by an order of magnitude. Most liquids that 
enhance the sonoluminescence of water do not sonoluminesce to any appreciable 
degree in their pure state, whereas ethylene glycol and glycerine, which luminesce 
brightly by themselves, do not enhance the sonoluminescent intensity of water. 

Sonoluminescent intensity has been related to the product of the dipole moment 
of the liquid molecules and the viscosity and shown to be directly proportional to 
the square of the surface tension and inversely proportional to the vapor pressure. 
Table 4.8 also shows how the various physical properties of the dissolved gas affect 
the cavitation-induced phenomena of sonoluminescence and chemical reaction. 

The solvent vapor pressure has a profound influence on cavitation chemistry. It 
is the principal determinant of the conditions formed during cavitation. Other liquid 
properties, such as surface tension and viscosity, alter the threshold of cavitation, 
but this is generally a minor concern. Aqueous sonochemistry is dominated by 
secondary reactions of OH- and H- formed from the sonolysis of water vapor in 
the cavitation zone. No solvent is inert under the high-temperature conditions of 
cavitation: even linear alkanes undergo pyrolysis, such as cracking during 
high-intensity sonication. Similarly, one must anticipate secondary solvent reactiv­
ity in the trapping of the high-energy species produced during cavitation. While 
intensities of pressure and temperature are lower during hydrodynamic cavitation, 
most organic chemicals will undergo transformation in these conditions as well. 
Many examples of this are given later in this chapter. 

4.3g. Bulk Temperature 

In general, raising the temperature lowers the threshold intensity required to 
produce cavitation. This could be due to a lowering of viscosity and/or surface 
tension, but is more likely to be due to a raising of the liquid vapor pressure. Based 
on an earlier discussion of the effects of solvent vapor pressure on the implosion of 
cavitation bubbles, one may expect that lowering the ambient temperature of the 
medium would lead to increased rates of reaction. However, several workers have 
shown that an optimal temperature exists. This can be explained if one assumes that 
the number of cavitation nuclei present will increase with increasing temperature 
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to a point at which the increase in vapor pressure dominates the reactivity of the 
system. 

Most authors have, however, reported a monotonic decrease in sonochemical 
yi,elds with increasing temperature of the liquid (Ibishi and Brown, 1967; 
Sokol'skaya and EI'Piner, 1957, 1958a,b, 1960, 1973). In Sokol'skaya and 
EI'Piner's 1973 work on the synthesis of NH3 from N2 and H2 dissolved in water, 
the yield of NH3 increased by a factor of 3 when the temperature of the liquid was 
decreased from 60 to 100e. This may be due to an increase in the effective (useful) 
cavitation with a decrease in temperature. Gunther et al. (1959) and Siryotuk (1966, 
1971) have shown that sonoluminescence, which follows some of the same trends 
as sonochemical reactions, decreases monotonically with increasing liquid tem­
peratures. There is some disagreement in the literature as to the effect of ambient 
liquid temperature on cavitation erosion. Ibishi and Brown (1967) and Bebchuck 
(1957) report a maximum in cavitation erosion at a temperature of approximately 
50°C. Siryotuk (1966, 1971), on the other hand, reports a monotonic decrease in 
cavitation erosion when the temperature of the liquid is increased. 

This apparent discrepancy can be resol ved by noting that as the liquid temperature 
is increased, the vapor pressure in the bubble nuclei increases and some dissolved 
gas comes out of the solution into the bubble. These factors increase the average 
radius of the cavitation nuclei and increase the number of active bubbles (i.e., the 
global intensity of the cavitation zone). However, the increased air content at higher 
liquid temperatures should produce lower cavitation intensity. If the test specimen 
is smaller than the cavitation zone, the increase in the size of the zone with 
temperature is of no consequence. For such a specimen, the erosion rate will 
decrease due to the lower intensity of cavitation. However, for a test specimen larger 
than the cavitation zone, the enlargement of the zone means that a large area of the 
specimen is exposed to attack, but at a decreased intensity. These competing 
phenomena may explain the maximum in the temperature-cavitation erosion curve 
obtained by Ibishi and Brown (1967) and Bebchuck (1957), but not that of Siryotuk 
(1966, 1971). 

The effect of the bulk solution temperature lies primarily in its influence on the 
bubble content before collapse. As the ambient temperature is increased, in general, 
sonochemical reaction rates are slowed. From a different perspective, sonochemical 
reactions usually have apparent negative activation energies. This reflects the 
dramatic influence that solvent vapor pressure has on the cavitation event: the 
greater the solvent pressure found within a bubble prior to collapse, the less effective 
the collapse. In fact, one can quantitate this relationship rather well. Three different 
derivations from three different approaches all predict that the effective peak 
temperature generated during cavitational collapse will be inversely proportional 
to Pv' the vapor pressure of the system. Assuming Arrhenius behavior 
[k = Aexp(-EaIRg1)] , one expects that the sonochemical rate coefficient (kobs) 

should toll ow: 



106 

c: 
o 

5 

~4 :s 
~3 
.~ 
liiZ 
Qj 

a: 1 

CHAPTER 4 

Temperature (0C) 

Figure 4.5. Effect of temperature on cavitation in tapwater and its associated hysteresis effect. (From 
Perkins, 1990, with permission. Redrawn from G. Kurtze, Nachr. Akad. Wiss. Goettingen, 1958, IIA.) 

(4.3) 

where To is the ambient temperature of the bulk liquid; Co and C1 contain various 
constants, including the number of cavitation events per volume per time, and 
parameters that determine the efficiency of the cavitational collapse (e.g., the 
polytropic ratio). These derivations are only rough approximations of very complex 
events. Nonetheless, the linear correlation of In kobs and P v is the experimentally 
observed behavior in a wide range of sonochemical systems in a variety of solvents. 
When secondary reactions are important, then temperature can play its usual role 
in thermally activated chemical reactions. 

Finally, Figure 4.5 illustrates the effect of temperature on cavitation and its 
associated hysteresis effect. This example is for tapwater, and the increase in 
intensity as the temperature is increased can be observed before it falls at the boiling 
point. When the temperature is allowed to fall, an increase is found in the region of 
5-60°C. This is a quite significant effect and appears to occur in all liquids. Since 
the objective of a sonochemical reactor is to enhance cavitation at the lowest energy 
consumption, the results shown in Figure 4.5 indicate that most sonochemical 
reactors would be operated at low temperatures (below 60°C). The hysteresis effect 
implies that control of the bulk temperature is essential in the control of sonochemi­
cal reactor performance. 

4.4. INORGANIC AND ORGANIC CAVITATION REACTIONS 

Before we present more recent literature on inorganic and organic cavitation 
reactions, it is appropriate to first briefly review earlier oxidation studies that used 
ultrasound. The first description of oxidations promoted by ultrasound appeared in 
1929. Oxidation of halide ions in neutral solutions by atmospheric oxygen in the 



GAS-LIQUID CAVITATION CHEMISTRY 107 

dark is known to be an extremely slow reaction. However, when a clear aqueous 
solution of CCl4 is irradiated with ultrasound in the presence of starch and 
potassium iodide, the blue color develops immediately and is much deeper than the 
color that is obtained by reaction of KI and starch alone. Air and water must both 
be present for any reaction to occur. Hydrogen sulfide is also oxidized to colloidal 
sulfur. 

Flosdorf and Chambers (1933) and Chambers and Flosdorf (1936) noted that in 
the frequency range for audible sound, solutions of egg albumin were instantly 
coagulated at 30°C, and sucrose was hydrolyzed to glucose about twice as fast at 
SO°C, as it ordinarily is at the boiling point. These authors were the first to report 
that the hydrolysis of esters is accelerated and the n-tetradecane and vegetable oils 
containing olein are cracked. Furthermore, inorganic halides in solutions are 
oxidized to free halogen, and hydrogen sulfide is rapidly oxidized to sulfur. Flosdorf 
and Chambers (1933) and Chambers and Flosdorf (1936) also examined the 
mechanism of denaturation by sound waves by using high-intensity sonic waves 
that caused vigorous cavitation in the solution; however, no denaturation was 
observed in the absence of air, CO2, or 02' or in the presence of N2 or H2. 

Szalay (1933a,b,c) described how ultrasonic waves of 722 kHz can be used to 
depolymerize starch, gum arabic, and gelatin. The depolymerization was measured 
by a change in viscosity. He also found that there was slight decomposition of cane 
sugar to monosaccharides and of paraformaldehyde to its monomer, but other 
organic compounds showed no change on sonication. Moriguchi (1933a,b, 1934) 
studied the effect of ultrasonic waves on metal-acid reactions such as zinc with 
hydrochloric acid. He also described how a colloid of copper resulted from dipping 
a zinc plate in a copper sulfate solution that was being subjected to ultrasound. 

Schultes and Gohr (1936) observed the possible fixation of atmospheric nitrogen 
when they showed that S40-kHz ultrasound produced hydrogen peroxide in water 
saturated with oxygen, while in the presence of air, nitrous oxide was also formed. 
If sufficient oxygen is present, further oxidation occurs and nitric acid is produced. 

A major advance in sonochemistry was made in 1938 when Porter and Young 
(1938) described a molecular rearrangement induced by ultrasonic waves. When 
Porter and Young determined the rates of decomposition of benzoyl azide in 
benzene and aniline at 2SoC with and without the effect of sound waves, they found 
that the rate of decomposition was increased severalfold with ultrasound. In the first 
patent based on sonochemistry, which appeared in 1938, it was claimed that 
depolymerization of solid, liquid, or gaseous hydrocarbons could be carried out at 
lower temperatures if they were subjected at the same time to ultrasonic waves. 

4.4a. Water 

In a bubble produced in a cavitating water system (see Figure 4.6), the vaporized 
molecules undergo homolytic cleavage to give hydrogen atoms and hydroxyl 
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Figure 4.6. The sonolysis of water, showing how different radicals can be formed according to the 
frequency of the ultrasound irradiation. (From Henglein, 1993, with permission.) 

radicals. According to Margulis (1969,1974, 1975a,b, 1976a-d, 1980, 1981, 1984; 
1985a,b,c, 1986, 1990), Margulis and Mal'tsev (1968a,b), and Mal'tsev and Mar­
gulis (1968), the lifetime of an HO· radical is approximately 10-6 s, with the time 
taken for the collapse of a bubble being generally estimated as 1/5 of a cycle. At 
this stage, the frequency obviously becomes a very important parameter. With a 
high frequency (e.g., 500 kHz), the collapse occurs in 4 X 10-7 s, a period of time 
shorter than the lifetime of the radicals. This means that these species will be able, 
after the complete collapse of the bubble, to "perform" their own chemistry by 
migration into the liquid phase. Some aspects of the sonochemical oxidation of 
iodide and bromide ions can be understood by using this approach. On the other 
hand, at a frequency of 20 kHz, the bubble collapses in 10-5 s. During this relatively 
long time period, the initially formed HO· radicals should be able to undergo 
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various reactions, such as mutual combination to give hydrogen peroxide, recom­
bination to water, or other complex processes induced by the presence of gases. 
One consequence is that the chemical transformations caused by the first radical 
that is generated are less important at low frequencies than at high frequencies. This 
prediction has been tested by investigating the sonochemical oxidation of 2,2,5,5-
tetramethylpiperidin-4-one, which yields the easily quantified nitroxide. It is sig­
nificant that at 520 kHz the oxidation of amino groups takes place under oxygen, 
but is absent when argon is used. In contrast to this, at 20 kHz the more efficient 
cavitation effects generated under argon led to an oxidation rate that was higher 
than that measured under oxygen because the latter probably traps the residual 
radicals that have escaped recombination. 

In another interpretation of this important aspect of the time factor, the results 
are slightly different. The lifetime of a bubble is given as 5 x 10-7 s (at a frequency 
of 1 MHz), and that of the radicals as between 10-3 and 10-4 s. Even with these 
figures, the low-frequency transformation of the initial radicals is most likely to 
occur because of the influential effect ofvaporous cavitation under such conditions. 

When pure water is exposed to ionizing particles such as fast electrons and y-rays, 
practically no decomposition occurs, although many water molecules are ionized 
and become dissociated into radicals. The radicals H+ and OH- form H2 and H20 2 
by a mutual combination process in concentrations as low as 10-5 M. Water is 
re-formed by chain reactions: 

(4.4) 

(4.5) 

Densely ionizing particles such as a.-rays decompose water. High local concen­
trations ofH+ and OH- allow very rapid radical combinations and do not allow the 
above recombination process to occur successfully. When water is sonicated under 
argon, the following free radical reactions occur: 

20W --+ ~O + 0-
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(4.6) 

Parke and Taylor (1956) and Taylor and Jarman (1970) confirmed the presence 
of OH- radicals by forming ortho, meta, and para-hydroxybenzoic acids on 
sonication of aqueous solutions on benzoic acid saturated with air, oxygen, and 
nitrogen. 

The literature data indicate that the yield of hydrogen peroxide passes through a 
maximum at a concentration of 25% oxygen in an Ar-02 gas mixture. With an 
increasing 02 concentration, more H+ atoms are scavenged and in this way are 
prevented from recombining as follows: 

(4.7) 

On the other hand, the decomposition of water molecules is less effective at 
higher oxygen concentrations. This can be understood in terms of the different y 
values (ratio of the specific heats) of the two gases; the higher the argon content of 
the cavitation bubble, the higher is the temperature reached in the adiabatic 
compression phase. A study by Parke and Taylor (1956) on the dependence ofH20 2 
yield on the concentration of hydrogen in an Ar-H2 atmosphere indicated that the 
yield decreases rapidly as the content of hydrogen increases. In these solutions, the 
reducing effects of ultrasound, such as the reduction of iodine to iodide, were also 
observed. The study also shows a rather unusual result obtained during the sonica­
tion of water under a mixture of two gases: the yield of hydrogen peroxide in water, 
which is sonicated under various H2-02 gas mixtures, has two maxima; this 
indicates a change in the mechanism as the gas ratio varies. 

Generally, the effect of frequency on the sonolysis of water has not been 
examined. Petrier and co-workers (1982, 1984, 1985, 1992a,b) and Petrier and 
Luche (1987) showed that in the presence of Ar or 02' oxidative processes in water 
result in enhanced yields when a high frequency, 514 kHz, is used, in comparison 
with the more commonly used 20-kHz low frequency. 

4.4h. Effect of Other Dissolved Gases 

If the radiated water is saturated with hydrogen or carbon monoxide instead of 
oxygen, then no oxides are formed. Under these conditions, reduction of nitrogen 
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occurs to produce ammonia. If carbon monoxide is introduced along with nitrogen 
and hydrogen, then HCN and formaldehyde are the major products. It is interesting 
that HCN is also observed when carbon monoxide is replaced by methane. 

Ultrasound can produce ammonia, HCN, and formaldehyde from aqueous solu­
tions saturated with N2, CO, and H2. Since these gases are thought to have been 
present in the atmosphere of the earth at the beginning of time, it is conceivable that 
amino acids may have been synthesized ultrasonically. EI'Piner (1964, 1968) and 
EI'Piner and Kolesnikova (1950), EI' Piner and Sokol'skaya (1957, 1958, 1971 a,b), 
EI'Piner and Stekol'nikov (1961), EI'Piner and Surovova (1953), and EI'Piner et 
al. (1951, 1965, 1968) have identified a number of amino acids on sonication of 
organic aliphatic acids in the presence of nitrogen in aqueous solutions. 

CO and 02 are the main products of the sonolysis of CO2, and the yields of these 
products pass through a maximum value when water is sonicated under Ar-C02 
mixtures of various compositions. This maximum can be explained on the same 
basis as that for ~02 in the sonication of water under argon-oxygen mixtures. Two 
opposing effects are operative: with an increasing CO2 content, the rate of decom­
position is increased (since CO2 is a reactant), but the temperature reached in the 
hot cavitation bubbles actually decreases because of the low value of y (ratio of 
specific heats) of this gas. The yield of H2 decreases gradually, while a maximum 
is also observed in the H20 2yield. A small amount offormic acid is also produced. 

The main reactions of the proposed mechanism include the dissociation of water 
molecules and carbon dioxide as 

C02~CO+0 (4.8) 

(4.9) 

and the disproportionation of HC02 radicals to form HCOOH. The increased H20 2 
yield observed at low CO2 concentration can be explained on the basis of fewer 
recombination events as the H+ atoms are partly removed and therefore more OH­
radicals are available to form H20 2. 

The studies reported thus far show that the concepts developed in radiation 
chemistry concerning the formation of the primary radicals H+ and OH- with 
different spatial distributions can help us to understand certain sonochemical 
phenomena. However, the radical scavengers that are often used in the reported 
studies (Le., iodide and formate) are very hydrophilic, and it can therefore be 
expected that they will only react with radicals that have reached the liquid phase. 
New ideas, however, have to be developed to understand the sonolysis of solutes 
that have a high enough vapor pressure to be present in the gas phase of the 
cavitation spot, or are hydrophobic and therefore accumulate at the interface. These 
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phenomena, which can cause sonochemical reactions, are quite different from 
radiation chemistry processes. 

Irradiation of water under mixtures of H2 and CO yields formaldehyde; irradia­
tion of N2 with CO, CH4, or HCHO gives a variety of amino acids in low yields. It 
has, in fact, been suggested that cavitation induced by turbulent flow in ocean waves 
may have been a significant source of prebiotic organic compounds in the "primor­
dial soup." A summary of the aqueous sonochemistry of gases is given in Table 4.9. 

4.4c. Inorganic Reactions 

Hydrogen Sulfide, Sulfur Dioxide, and Nitrogen Oxides. Kotronarou et al. 
(1991, 1992a,b) examined the oxidation of hydrogen sulfide in aqueous solu­
tions. They showed that some of the initial elementary reactions involved in the 
high-temperature pyrolysis of H2S within the collapsing bubble or within the 
interfacial region of the bubble are as follows 

(4.10) 

(4.11) 

(4.12) 

Additional reactions involving the addition of 02 to HS· radical and elemental 
sulfur with sulfite will lead to an array of intermediates and products. S(-II) is 
destroyed via two different pathways during sonication, i.e., oxidation by ·OH (rate 
constant 1<0) and thermal decomposition (rate constant k1). The calculated rate 

TABLE 4.9. Aqueous Sonochemistry of Gasesa 

Substrate present 

HD 

H2+N2 
H2 +CO 
14N2 + IsN2 

N2 
Nz + (CO, CH4, or HCHO) 
180Z + 160Hz 

0 3 

N20 

"From Suslick (1989) with permission. 

Hz,Dz 
NH3 
HCHO 
14, ISNz 

Principal products 

HNOz, HN03, NHzOH, NzO, NH3 
Amino acids 
16,180 Z, 160Z 

°z 
Nz,Oz 
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constants over the pH range of 7.4-12.0 indicate that, as expected, k\ is near zero 
between pH 10 and 12 and increases with decreasing pH. ko values increase with 
pH up to pH 10 and then decrease and level off for pH > 11. This may be partly due 
to the decrease in the concentration of total sulfide available for free-radical solution 
reactions and lower concentrations of the ·OH radical. As ~S fills the gas phase 
within the bubbles, it will cushion the implosion, resulting in lower temperatures 
upon bubble collapse and lower [OH·]. Thus, the reaction of HS· with ·OH is the 
main pathway for the oxidation of S( -II) at a pH ~ 10. When 02 is present, the rate 
of S(-II) oxidation increases linearly with initial sulfide concentration. At a pH :s; 
8.5, thermal decomposition of~S within or near the collapsing cavitation bubbles 
becomes the important pathway. 

Both sulfur dioxide and nitrogen oxides are major pollutants in flue gas. One 
method for the treatment of these pollutants is to absorb them in water and convert 
the dissolved species by the use of ultrasound. Shojaie et al. (1992) investigated 
both batch and continuous-flow treatment (in which gases containing S02 and NOx 
were bubbled simultaneously with the sonication of the water) of gas mixtures of 
1960 ppm S02 in argon or 514 ppm NO in argon using power ultrasound of 45 W 
intensity and 20 kHz frequency. The results were obtained for water as well as 
NaOH solutions. The important conclusions of this study were as follows: 

• The sonication of aqueous S02 and NO species yields ~S04' RN02, and 
RN03, respectively, as a result of their interaction with H20 2 generated from 
the decomposition of water during the adiabatic collapse of the microbubbles 
in solution. The formation rate ofH20 2limits the yields of oxidation products. 
The free radical reactants for S02 in water and NaOH solutions are given in 
Table 4.10. 

• Although H20 2 is the limiting reagent, sonication experiments of aqueous 
S02' in both the presence and absence of NaOH, show dependence of SO~­
yield on the total sulfur species concentrations. At higher total sulfur concen­
tration, larger yields of SO~- are observed. Some typical results illustrating 
the effects of sonication in both water and NaOH solutions for batch and 
continuous flow are shown in Figure 4.7. 

When ultrasound is applied to aqueous solutions, NO is absorbed at conditions 
where negligible NO removal is normally observed. When N20 is sonicated in 
argon, cavitation bubbles contain N2, °2, NO; and N02" (S2)' The results indicate 
that the yields pass through a maximum at 20 to 30 vol. % of Np. The 02 yield 
never reaches 50% of the N2 yield, which would be the case if the overall reaction 
is 

(4.13) 
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TABLE 4.10. Mechanisms for Sonication of S02 in Water and NaOHQ 

Water 

S02 (g) ~ S02 (aq) 

S02 (aq) + H20 ~ W + HS03 
HS03 + H20 2 ~ HS04 + H20 

HS04 + W ~ H2S04 
NaOH solution 

S02 + 2NaOH ~ Na2S03 + H20 

Na2S03 + H20 2 ~ Na2S04 + H20 

"From Shojaie et al. (\992). 

The oxygen deficit is present in the atomic products, i.e., a second reaction: 

(4.14) 

with some HN02 being oxidized to HN03. Reactions 4.13 and 4.14 occur in the 
ratio of 4: 1. N20 strongly decreases the H2 yield from the sonication of water, which 
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Figure 4.7. Continuous-flow sonication of s01-, S02 yield in NaOH solution (e) and in water (0) 

(Contro( = no sonication.) (From Shojaie e/ aI., 1992.) 
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can be explained by the scavenging of H- atoms. Some O~ may react with nitrous 
oxide to form nitrogen monoxide as 

(4.15) 

HN02 and HN03 are produced by the oxidation of NO by ° atoms or OH- radicals 
and hydrolysis of intermediate N02. It is important to note that N20 can still be 
decomposed when water is sonicated under a pure N20 atmosphere. 

Other Examples of Inorganic Species. Richards and Loomis (1927) reported 
that the iodine clock reaction is accelerated by ultrasound. The effect was due to a 
decrease in sulfite concentration as a result of sonolytic oxidation as 

(4.16) 

The oxidation and reduction of iodine was later investigated by EI'Piner (1964, 
1968), El'Piner and Kolesnikova (1950), EI'Piner and Sokol'skaya (1957, 1958, 
1971a,b), El'Piner and Stekol'nikov (1961), EI'Piner and Sunovova (1953), and 
El'Piner et al. (1951, 1965, 1968), who found that from an aqueous KI solution the 
amount of ~ produced by ultrasound increases with the concentration of KI to a 
limiting value at 3.5 M. Not surprisingly, oxidation was completely suppressed if 
the solution was previously saturated with hydrogen gas. Weissler (1950, 1951a,b, 
1953, 1959, 1960, 1962) and Weissler et al. (1950) discovered that the addition of 
carbon tetrachloride greatly enhances (by a factor of 30) the rate at which KI is 
oxidized. 

A number of purely inorganic aqueous sonochemical reactions have been re­
ported (Table 4.11). The outcome of any particular reaction largely depends on the 
nature of the gas dissolved in the solution. 

Sonochemical redox reactions occur for both simple inorganic ions and for 
transition-metal complexes as well. For example, in the studies by El'Piner and 
co-workers, the sonochemical degradation of [Co(NH3)sN3f+ was examined. In 
these studies, using electron spin resonance (ESR) trapping, the transient formation 
ofN3· was demonstrated. Given the high liability ofCo(II) complexes, the following 
mechanism was proposed: 

H20 --+ H- + OW 

H- + [Co(NH3)sN312+ --+ C02+ + [NH41 + 4NH3 + N; 

OH- + N; --+ OH- + N; 

(4.17) 

(4.18) 

(4.19) 

Shirgaonkar and Pandit (personal communication) examined the effects of soni­
cation (at 22 kHz) on the conversion of KI and NaCN in aqueous solutions. For KI, 
they suggested a relation for the kinetic constant k as k = 5.17 X 10-19(PIV)1.87 (? = 
0.87) (where k is in s-1). Here PIVis the power per unit volume. The rate constant 
was dependent on the presence and the amount of CCl4 concentration. The degra-
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TABLE 4.11. Inorganic Aqueous Sonochemical ReactionsO 

Starting material Major products 

Oxidations 

As3+ Ass+ 

Br- Br2 
CI- CI2 
Fe2+ Fe3+ 

H2S Sg+H2 
1- 12 

[P0312- [P0412-

Sn2+ Sn4+ 

TI+ Tl3+ 

[Co(NH3)N312+ Co2++N3" 

Reductions 

Br2 Br-

ee4+ Ce3+ 

[Fe(IIl)(~04h13- Fe2+ 

[Mn04r Mn02 

[N03r [N02r 

Os04 Os02 

"From Peters (1966) and Suslick (1988) wilh pennission. 

dation of sodium cyanide marginally decreased with an increase in sonic intensity 
(or amplitude). The presence of carbon tetrachloride and its amount increased the 
rate of NaCN degradation. An increase in bulk temperature decreased the rate 
constant for KI conversion. 

Boerner and Orloff (1996) evaluated the effect of ultrasound on dry HCI gas 
scrubbing with CaO. The results indicate significant enhancement in the reaction 
rate between lime and HCI in the presence of ultrasound. Peters and Wu (1996a,b) 
showed enhancement in the dissolution of BaS04 scale by ultrasound. 

4.4d. Organic Reactions 

Hydrocarbon Gases. The rate of the consumption of CH4 in sonicated water 
depends on the methane concentration in Ar-CH4 mixtures. Essentially every 
possible hydrocarbon in the C2-C 4 range is found, with the most prominent products 
being acetylene, ethylene, and ethane. The products observed are very similar to 
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the ones produced in cold methane flames with a deficit of oxygen. The rates of 
formation of all products exhibit maxima around 15 to 30 vol.%. 

As seen in the preceding cases, the yield versus concentration curves all pass 
through a maximum, with the composition of the sonolysis products also depending 
on the CH4 concentration. The methyl radical was postulated to be the most 
important intermediate of methane sonolysis: 

(4.20) 

and acts as a precursor for the formation of ethane, ethylene, and acetylene, as 
follows: 

(4.21) 

(4.22) 

(4.23) 

One could thus calculate the temperature in the hot argon-methane bubbles from 
the ratio, r, of the yields, y, of the three hydrocarbons: 

(4.24) 

The results of such calculations are depicted in Figure 4.8, where it can be seen that 
the temperature in argon bubbles containing little methane is 2720 K, and even for 
pure methane bubbles the temperature is as high as 1930 K. 

For the sonolysis of ethane in argon bubbles, the yield ratio y(C2H2)/y(C2H4) 

decreases as the temperature is reduced. Since C2H2 is formed through the thermal 
decay of ethylene, its relative abundance is lower at the lower temperatures reached 
in the cavitation bubbles. Experiments have also been carried out with other gaseous 
hydrocarbons of the C2 to C4 series, and from these results some "rules" concerning 
the formation of the various products have been derived: (1) The yield of H2 for the 
higher saturated hydrocarbons does not change substantially with increasing chain 
length, and the yield of H2 for unsaturated compounds is lower than that obtained 
for the saturated species. (2) At equal concentrations in argon bubbles, the rate of 
consumption of the unsaturated hydrocarbons is significantly higher than that of 
the saturated ones, with the former materials mainly undergoing polymerization 
reactions. 

A very detailed investigation of the sonolysis of acetylene in argon cavitation 
bubbles has been recently published (Reisz, 1991). This study indicated the follow­
ing: (1) Acetylene is efficiently consumed in argon bubbles, with the maximum rate 
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Figure 4.8. Temperatures reached in argon-methane cavitation bubbles formed in the sonication of 
water under various argon-methane mixtures, as a function of the methane concentration. (From 
Heng1ein, 1993, with permission.) 

appearing at a concentration of 5 vol. % in the gas mixture under which the water 
is sonicated. (2) A great number of products were identified; in addition to H2CO 
and CO2, a number of soluble, oxygen-containing products such as formaldehyde 
and acetaldehyde, and formic acid and acetic acid, were observed, which shows 
that the decomposition of water molecules accompanies that of acetylene. Various 
volatile hydrocarbons, such as methane, ethane, ethylene, allene, propene, propyl­
ene, and butadiene, were also found, all of which are known to be formed in 
acetylene flames. (3) The relative abundance of the products produced from 
acetylene depends on the C2~ concentration, which is in part attributable to the 
varying temperature in the hot cavitation bubbles. At low acetylene concentrations 
(i.e., at high temperatures), the product molecules having larger mass are less 
abundant than at lower temperatures. The experiments have shown (Reisz, 1991) 
that the large molecules are formed in one cavitation event. A succession of many 
elementary processes can occur in a hot cavitation bubble, despite the short lifetime 
of the collapsing bubble. The high pressures (i.e., up to 100 atm) that exist in such 
collapsing bubbles may facilitate this succession of reactions as a result of the high 
local concentration of acetylene. 

Sweet and Casdonte (personal communication) examined first-order degradation 
of various hydrocarbons in water at 35°C. The results are briefly summarized in 
Tables 4.12 and 4.13. It is interesting to note that for both benzene and decane, 
higher concentrations gave lower kinetic constant. Petrier and co-workers (1982, 
1984, 1985, 1992a,b) and Petrier and Luche (1987) indicated that benzene is 
generally converted into CO, CH4, CO2, and C2~. As shown in Figure 4.9 (Reisz, 
1991) also indicated that a hydrocarbon mixed with 02 degraded faster than the one 
mixed with Ar. 

Quiros and Williford (1995) examined ultrasonically enhanced destruction of 
benzene and toluene. They found that ultrasonic intensity and duration played a 
strong role in the destruction of toluene. The addition of H20 2 did not affect the 
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TABLE 4.12 .. First-Order Aromatic Degradation Kinetics· 

[Aromatic] (100 ppm) kobs (5.1) tll2 (5) 

Benzene 2 x 10-4 3465 

Toluene 7 x 10-4 990 

m-Xylene 7 x 10-4 990 

Hexane 1 x 10-4 6930 

Octane 4 x 10-4 1730 

Nonane 3 x 10-4 2310 

Decane 1 x 10-3 690 

Undecane 5 x 10-5 13,900 

Tetradecane 8 x 10-5 8660 

"After Sweet and Casadonte (personal communication). 

destruction of toluene. The initial pH, sound intensity, and H20 2 addition interacted 
in the destruction of benzene. They also found an optimum temperature for 
maximum benzene conversion. In a subsequent study, Quiros and Williford (1995) 
also showed that I, 2-dichloroethane was destroyed by ultrasound-effected conver­
sion of organic chloride in a wastewater stream from a wood treatment plant in 
southern Arkansas. 

Chlorinated Hydrocarbons. The effects of power ultrasound on a series of 
chlorinated hydrocarbons have been investigated by Bhatnagar and Cheung (1994) 
and Wu et al. (1992). Together, in these studies aqueous solutions of methylene 
chloride, chloroform, carbon tetrachloride, 1,2-dichloroethane, I, I, I-trichlo­
roethane, trichloroethylene, perchloroethylene, CFC-II (fluorotrichloromethane) 
and CFC-I3 (trifluorotrochloroethane) in concentrations ranging from 50 to 350 

TABLE 4.13. Concentration Effect on First-Order Benzene and 
Decane Degradation Kinetics· 

[Benzene] (mM) kobs (5-1) tin (5) 

1.28 2 x 10-4 3465 

6.40 2xl0-4 3465 

12.8 7 x 10-5 9900 

[Decane] (mM) 

0.378 1 x 10-3 690 

0.757 1 x 10-3 690 

1.89 4 x 10-4 1730 

• After Sweet and Casadonte (personal communication). 
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Figure 4.9. Sonication of octane in the presence of AI or dissolved 02. (From Riesz, 1991, with 
permission.) 

ppmv were irradiated with 20-kHz ultrasound in a batch operation. Some results 
for CFCs were obtained in a circulating system. Solutions were prepared before 
they were exposed to ultrasound at ambient conditions. 

In all cases the concentrations of volatile organic compounds (VOCs) in water 
declined rapidly with the sonication time (Bhatnagar and Cheung, 1994; Wu et aI., 
1992). In the case ofCl and C2 hydrocarbons, the results were dependent upon the 
pH of the solution. For CFCs, the solution pH decreased upon sonication, indicating 
acidic species as a final halogen acceptor for at least a portion of the C1 and F. A 
general free-radical mechanism for the sonolytic decomposition of the organic 
compounds described by Bhatnagar and Cheung (1994) is given in Table 4.14. The 
reaction rates were adequately described by a pseudo-first-order reaction and the 
rate constants for each species are given in Table 4.15. The rate constant decreased 
somewhat with an increase in temperature, a phenomenon not unusual for sono­
chemical reactions. For CFC solutions, liquid vaporized only slightly due to 
sonication. 

Petrier and co-workers (1982, 1984, 1985, 1992a,b) and Petrier and Luche (1987) 
studied the conversion of chlorobenzene to CO, CH4, CO2, and C2H2• They 
examined sonochemical degradation at 530 kHz of pentachlorophenate (PCP) in 
aqueous solutions saturated with different gases: air, oxygen, and argon. The 
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TABLE 4.14. Sonolytic Decomposition of the Organic CompoundsQ 

c!' ~ products 

C + H-~ products 

C + OW ~ products 

C + H02 ~ products 

C + 0 ~ products 

a After Bhalnagar and Cheung (1994). 

bC = Volatile organic compound of !he type C ):IFI,. 
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reaction steps include the following: Fast cleavage of the carbon-chlorine bond, 
releasing CI-, mineralization of PCP to CO2 when the solution is saturated with air 
or oxygen; CO production when Ar is the saturating gas; and nitrile and nitrate 
production when the reaction is conducted with aerated solutions. The study (Petrier 
and Luche, 1987) shows that the disappearance of PCP is followed by a decrease 
in the toxicity of the medium for the green algae Scenedesmus subspicatus. 

TABLE 4.15. Rate Constant for the Destruction of VOCs in a Sonochemical Reactor" 

Compoundb k (min-I) 

Cl 

CH2C12 0.0315±8x 10-3 

CHCL3 0.04067 ± 2 x 10-3 

CC14 0.04259 

C2 

1,2-DCA 0.02564 

TCE 0.02065 

PeE 0.02184 ± 4 x 10-3 

l,l,l-TCA 

at 15°C 0.03413 

at 23°C 0.04019 ± 6 x 10-3 

at 32°C 0.03703 
CFC-ll 

Batch 0.236 ± 0.031 

Circulating 0.229 ± 0.036 
0.187± 0.024 

CFC-13 

0.23 ±0.034 

0.204 ± 0.026 

"From Bhalnagar and Cheung (1994). 

Vapor pressure (mm) at 20°C 

348.9 

160 

90 

64 

57.8 

20 

100 

m1/watt min at 5°C 

m1/watt min at 5°C 

m1/watt min at 10°C 

m1/watt min at 5°C 

m1/watt min at 10°C 

bocA = dichloroelhane; TCE = lrichloroelbeoe; PCE = perchloroelbeoe; TCA = lrichloroelbane. 
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Degradation of CCl4 in aqueous AgN03 was studied by Shirgaonkar and Pandit 
(1996, 1997, 1998). The rate was correlated by a relation rate = 3.85 x 10-20 

(PIV)2.16. This relationship indicates that the rate of degradation is independent of 
the system studied and solely dependent on the type of ultrasonic equipment. 
Thoma et al. (1995, 1996; personal communication) showed significant enhance­
ment in the degradation of chlorobenzene in aqueous solution in the presence of 
ultrasound. 

Sodium Acetate in Aqueous Solutions. In general, during sonication a solute 
experiences attack by both the free radicals and atoms from the decomposition of 
water vapor (i.e., H+, OH-, and 0+2), and pyrolysis in the hot cavitation bubble or 
a layer surrounding it. The two types of reactions produce different products, with 
the relative abundance of these depending on the nature of the solute and its 
concentration. g-radiolysis of sodium acetate in aqueous solutions in the absence 
of air produces one product (i.e., succinic acid) as 

(4.25) 

(4.26) 

Succinic acid is also a product of sonolysis under argon, as can be seen from 
Figure 4.10, where the yields of the various products are plotted as a function of 
the acetate concentration. With increasing acetate concentration, the yield of 
succinic acid increases and reaches a limiting value. The ~02 yield decreases as 
more and more OH- radicals are scavenged. However, a number of other products 
are also observed. Three of these, (i.e., glycolic acid, carbon dioxide, and formal­
dehyde) are known to be formed in g-radiolysis treatment under air. Their appear­
ance in sonolysis under argon is explained by the fact that a small amount of oxygen 
is generated in the sonolysis of water, as mentioned earlier. The oxygen formed 
reacts with the C~C02 radicals produced in reaction (4.25) to yield peroxy 
radicals, which mutually interact, thus leading to these three products. The contri­
bution to the decomposition of acetate by pyrolysis is even greater at high solute 
concentrations than the contribution by free-radical attack. 

Aldehydes and Acids in Aqueous Solution. Sonolysis of mixtures of formic 
acid and water, both liquids having approximately the same boiling point, has also 
been examined in the literature (Reisz, 1991). It is known from conventional 
experiments on the pyrolysis of formic acid that carbon dioxide, carbon monoxide, 
and hydrogen are the products. This is explained by the following two routes of 
thermal decomposition: 
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Figure 4.10. Yield of the various sonolysis products from sodium acetate, as a function of the acetate 
concentration. (From Henglein, 1993, with permission.) 

(4.27) 

(4.28) 

These products also appear in a sonolysis treatment. Figure 4.11 shows the yields 
(as rates) as a function of the formic acid concentration. H2 and CO2 are formed at 
equal rates while CO is produced at a substantially higher rate. All yields pass 
through a maximum at a concentration of 15 M HCOOH. In addition to these 
products, small quantities (micromoles per liter) of oxalic acid are found; the yields 
of this product, however, do not pass through a maximum but decrease gradually 
with increasing formate concentration. 

From these observations, it can be concluded that pyrolysis is by far the major 
route for the acoustic decomposition of formic acid. The formation of oxalic acid 
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Figure 4.11. Rate of formation of CO, C02, and H2 from the pyrolysis of water-formic acid mixtures, 
as a function of the formic acid concentration (sonication under argon). (From Henglein, 1993, with 
permission.) 

by the free radical reations play only a minor role. However, at low formic acid 
concentrations «1 M), the radical mechanism is the predominant route. The 
maximum in Figure 4.11 can be explained in terms of HCOOH having a greater 
heat capacity than H20; lower temperatures in the cavitation bubbles containing 
the vapor of the liquid are therefore brought about with increasing formic acid 
content. 

The sonochemical stereoisomerization of maleic acid to fumaric acid in the 
presence ofBr2 or some bromocarbons is an interesting example. This is a general 
reaction independent of the frequency of sound used over a very wide range. This 
reaction is an unusual example of sonocatalysis, since the Br- formed from 
sonolysis is a competent catalyst for the isomerization. No isomerization is ob­
served in the absence of Br2 or in the absence of ultrasound. 

The use of ultrasound during acetyl aldehyde and croton aldehyde oxidations 
leads to increases in the rates of initiation. The relationship between the constants 
of chain propagation and chain breaking remains unchanged. Aliphatic aldehydes 
and carboxylic acids were also sonicated by 800 kHz ultrasound to give a variety 
of products. From an analysis of the solution, it was seen that two reaction pathways 
exist for aldehydes: oxidation to the corresponding carboxylic acid, or fragmenta­
tion to smaller acids with the formation of one or two carbon gases. For carboxylic 
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acids only the latter, less favored, process is available. The effect of ultrasound 
frequency (20 kHz versus 500 kHz) on the oxidation of fulvic acids by ozone was 
demonstrated by Barbier (1898) and Olson and Barbier (1994). The effect of 
peroxide addition on the sonochemical destruction of citric acid in an aqueous 
solution was examined by Cheung et al. (1993). 

Alcohol-Water Solutions. In the sonolysis of water-methanol mixtures, either 
under argon or oxygen, the typical pyrolysis and combustion products of methanol 
are detected (~, CH20, CO, CH4, and traces of C2H4 and C2H6 under argon; CO2, 

CO, HCOOH, C~O, ~02' and traces of ~ under oxygen). The relative yields of 
these products change with the composition of the water-methanol mixture, as can 
be seen from Figure 4.12. It should be noted that the yields pass through maxima 
and are practically zero at methanol concentrations above 70%. This effect can be 
explained on the basis that methanol vapor has a greater heat capacity than water 
vapor, and thus lower temperatures are produced with increasing methanol concen­
trations. At the lower methanol concentrations, CO2 is the main product, but the 
combustion of methanol in the cavitation bubbles is incomplete, and other products 
are also present in appreciable amounts. At higher methanol concentrations, CO2 

is no longer the main product, which indicates a stronger reducing atmosphere in 
the cavitation bubbles. 

When 0.1-1.9% aqueous solutions of methanol are sonicated at 40°C, the 
concentration of formaldehyde gradually increases along with HN02 and HN03 

(formed from the fixation of atmospheric N2 and subsequent oxidation). Aqueous 
ethanol produces acetaldehyde, diethyl oxalate, acetic acid, and ethyl acetate under 
similar conditions. Aromatic alcohols, such as hydroquinone, are also oxidized 
though in this case the product is para-benzoquinone. 

Figure 4.12. Rates of formation of the products of the sonolysis of water-methanol mixtures under an 
oxygen atmosphere, as a function of the composition of the m1xture. (From Henglein, 1993, with 
permission.) 
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In the solvolysis of 2-chloro-2-methylpropane in aqueous alcoholic media, the 
rate enhancements have generally been quite small «50%) at room temperature, 
but increase sharply with decreasing temperature. Apparent activation parameters 
have been measured as a function of alcohol concentration, but the effects of solvent 
vapor pressure have not been included in this analysis, which precludes unambigu­
ous interpretation of the origin ofthese rate enhancements. The ultrasonic cleavage 
of cyclohexanol in aqueous suspension produces acetylene. The rate of reaction is 
independent of cyclohexanol concentration and is unaffected by the addition of the 
solid radical scavengers acrylamide and allylthiourea, but is reduced in the presence 
of oxygen and nitric acid. 

The sonolytic oxidation of isopropanol in aqueous conditions under argon was 
investigated by following the evolution of H2 and the formation of acetone. The 
reaction takes place in the cavitating bubbles, which induce a monomolecular 
dehydrogenation of the alcohol. Petrier and co-workers (1982, 1984, 1985, 
1992a,b) and Petrier and Luche (1987) examined the effects of ultrasound fre­
quency (20 kHz versus 487 kHz) on the degradation of phenol in dilute aqueous 
solutions. Petrier et al. (1992a) showed that for the same acoustic powers (30 W) 
the conversion was more efficient at higher frequency. The initial rates were found 
to be dependent on the initial phenol concentration, reaching limiting values of 
k20 kHz = 1.84 X 10-6 M min- i and k487 kHz = 11.6 X 10-6 M min- i where k's are the 
appropriate reaction rate constants. Identification of first intermediates of the 
reactions (hydroquinone, catechol, benzoquinone) indicates OH* involvement in 
the degradation pathways. The rate of H20 2 formation was higher at higher 
frequencies. The rate of sonochemical degradation was directly linked to the OH* 
availability in the solution. Petrier and co-worke.rs (1992b) also examined conver­
sion of 4-chlorophenol in the presence of ultrasound at 20 and 500 kHz. Both phenol 
and chlorophenol produce CO and CO2, 

Nitrogen Compounds- Water. Oxidation of aniline also occurs readily in water. 
The reaction mechanism proposed for the formation of azobenzene is shown below: 

(4.29) 
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Anbar and Pecht (1964a,b,c, 1967) examined the fonnation of OH- under 
sonolysis by following the oxidative deamination of ethylene diamine. The behav­
ior of the diamine on sonolysis was compared with that under radiolysis. 

Irradiation of alkyl amines in aqueous solution or in suspension results in the 
formation of aldehydes, an alcohol, amines, an N-oxide, and several gaseous 
products. The products and their ratios are dependent on the structure of the amine, 
and the order of reactivity is primary> secondary> tertiary. The hydrated electrons 
and I-hydroxy alkyl radicals, which are formed in the g-radiolysis of aqueous 
alcohol solutions, react with tetranitromethane in the presence of ultrasound as 
follows: 

(4.30) 

The tetranitromethane is often used as a scavenger for reducing radicals. The stable 
anion of aci-nitrofonn, C(N02)3', is colored and allows a spectrophotometric 
detennination of the number of radicals that are formed. 

Cost et ai. (1993) examined sonochemical degradation of p-nitrophenol at 20 
kHz in the presence of the chemical components of natural waters such as particu­
late matter, phosphate, bicarbonate, and humic acid. The degradation of 4-nitro­
catechol (a product of p-nitrophenol sonolysis) was also examined. The decay of 
p-nitrophenol followed first-order kinetics with kobs = 4.6-4.2 X 10-4 s-l. The rate 
of p-nitrophenol degradation in pure water and natural environments was very 
similar. The observed first-order rate constants for both p-nitrophenol and 4-nitro­
catechol decay were independent of the humic acid concentration (in the range of 
0-20 mgniter). The kinetic results indicate that high-temperature denitration reac­
tions of p-nitrophenol at the interface of cavitating bubbles are not affected by the 
presence of chemical components of natural waters. Kotronarou et ai. (1991, 
1992a,b) showed that at 20 kHz, 84 W, p-nitrophenol was primarily degraded by 
denitration to yield NO;, N03', benzoquinone, hydroquinone, 4-nitrocatechol, 
formate, and oxalate. The main reaction pathway is carbon-nitrogen bond cleavage. 
The average effective temperature of the interfacial region surrounding cavitation 
bubbles is estimated to be 800 K. 

The sonochemical degradation of p-nitrophenol in a near-field acoustic processor 
(NAP) was also investigated by Hua et ai. (1995). Once again, the decay followed 
first-order kinetics, with the kinetic constant k varying from 1.0 x 10-4 to 7.94 x 
10-4 S-1 with an increasing power-to-volume ratio (i.e., power density) over the 
range of 0.98-7.27 W/cm3. An increase in the power-to-area ratio (Le., sound 
intensity) resulted in an increase in k up to a maximum value of 8.60 x 10-4 s-1 at 
a sound intensity of 1.2 W/cm2. The nature of the cavitating gas (Ar, 02) was found 
to influence the overall degradation rate and the resulting distribution of product. 
The rate constant for p-nitrophenol degradation in the presence of pure 02 ko = 

• 2 
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5.19 X 10-4 S-', was lower than in the presence ofpureAr, kAr= 7.94 x 10-4 s-'. A 
4: 1 (v/v) Ar/02 mixture yields the highest degradation rate, kArIO = 1.2 X 1O-3s-'. 
The results of this study demonstrate the potential applicatioft of large-scale, 
high-power ultrasound to the remediation of hazardous compounds present at low 
concentrations. The reactor used in this study was a parallel-plate reactor that 
allowed for a lower sound intensity but a higher acoustical power per unit volume 
than a conventional probe-type reactor. 

Pesticide-Water Solutions. Ultrasound has also been used to degrade pesticide 
impurities in water. Kotronarou et al. (1991, 1992a,b) examined the decomposition 
of parathion in aqueous solutions. Parathion (O,O-diethyl O-p-nitrophenyl thio­
phosphate)-saturated deionized water solution was sonicated at 30°C and with 
ultrasound operating at 20 kHz and 75 W cm-2 intensity. Over a broad pH range, 
p-nitrophenol was found to be the major hydrolysis product of parathion. The 
reactions are shown in Figure 4.13. During sonication, temperatures near 2000 K 
have been determined for the interfacial region near the collapsing bubble. 

Igar et al. (1995) evaluated the sonochemical degradation of a hydrophobic 
organochlorine compound, lindane [the g isomer of hexachlorocyclohexane (g­
HCH)], in water. Lindane decomposition rates were first order with respect to the 
concentration of lindane, and its half-life was 57 min when the power input to the 
solution was 108 W. Based on the inhibition of the reaction in the presence of a 
surfactant, sodium dodecyl sulfate, the reaction site appears to be the cavitation 
bubble interface. The rate of reaction was not affected by changes in the initial pH 
over a pH range of 4 to 10. 

Other Examples of Organic Compounds. In many studies the degradation of 
organic compounds is lumped and expressed in terms of chemical oxygen demand 
(COD). Chen et al. (1973) examined the effect of ultrasound on oxidation of 
wastewater with ozone-catalyst and air-catalyst systems. As shown in their study, 
the chemical oxygen demand content of the liquid decreased dramatically in the 
presence of ultrasound for both Mn02 and nickel catalysts. In the case of an Mn02 

catalyst, ultrasound decreased COD concentration by about 100% whereas for the 
nickel catalyst it reduced COD content by about fourfold. 

Sierka and Skaggs (1979) evaluated the ability of ozone and ultrasound to treat 
hospital wastewaters through reverse osmosis and ultrafiltration. The results ob­
tained in this study indicate that ultrasound enhances the organic oxidation rate as 
measured by COD and destruction of total organic carbon (TOC) in the wastewater. 
Sierka and Amy (1985) evaluated the singUlar and composite effects of two 
catalysts-ultraviolet (UV) light and ultrasound-on the ozone oxidation of a 
purified solution of a commercially available humic acid with the objective of 
maximizing the potential for trihalomethane formation. Their results indicate the 
enhanced destruction of nonvolatile organic carbon in the presence of ultrasound. 
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Figure 4.13. Schematic presentation of the effect of ultrasonic irradiation on parathion. (Reprinted with 
permission from A. Kotronarou, O. Mills, and M.R. Hoffmann, "Decomposition of parathion in aqueous 
solution by ultrasonic irradiation," Env. Sci. Technol. 26(7), 1460-1462, 1992. Copyright © 1992 
American Chemical Society.) 

Thoma et al. (1995, 1996; personal communication) showed that the magne­
tostrictive transducers are considerably more durable than piezoelectric transducers 
and thus well suited for the degradation of organochlorine contaminants found in 
wood treatment wastewater. They used both simulated wastewater and an actual 
wastewater stream from a wood treatment plant. Peters and Wu (1996a,b) examined 
the enhancement in the rates of organic destruction and thereby scale control on the 
reactor walls using ultrasound. Seymour and Gupta (1996, 1997, personal commu­
nication) and Seymour et al. (1997) studied the effects of ultrasound on the 
oxidation of aqueous pollutants. They examined the effects of a variety of bulk 
conditions on the reaction rates and these data are presented in terms of empirical 
correlations. 

Various organics have been sonicated either as aqueous solutions or suspensions, 
and are compiled in Table 4.16. Aqueous sonochemistry of organic compounds 
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TABLE 4.16. Aqueous Sonochemistry of Organic CompoundsD 

Substrate present 

CCI4 
CH31 
R2CHCI 
CI3CCH(OH)2 
C6HSBr 
Maleic acid + Br2 
CS2 

(C4H9hS 

[R2NC(=O)Sr + R'CI 
RCHO 

HCOi 
CsHsN 
C6HsOH 
C6HsC02H 

C6HUOH 
RC02H 
CIH2C002H 
RC02R' 
Amines 
(CH2NH2h 
Thymine 
Uracil 
Various amino acids 
Cysteine 
C6HsCHCH2 
H2CC(CH3)(C02H) 
H2CCH(CONH2) 
Many polymers 
RCI 
Chlorofluorocarbons 

BU2S 
ROH 
Amino acids 

Principal products 

C12, CO2, HCI, C2C16, HOCI 
CH4, 12, CH30H, HI, C2H6 

R2CHOH,HCI 

HCI 
BCC2H2 

Fumaric acid 
S,H2S 
(C4H9hSO, polymer 
R2NC(=O)SR' 
CO, CH4, C2H4, C2H40 2, RC02H 
CO2 

HCN, C2H2, C4H2 
C6H4(OHh 
C6H4(OH)(C02H) 
C2H2 

CO,CH4 
H2, CO, CH4, CI­
RC02H, R'OH, CH4,CO 
H2, CH4, NH3, RCHO, RCH20H, ROH 

NH3 
Hydroxylated products 
Hydroxylated products 
H2, CO, NH3, RNH2, HCHO 
Cystine 
Polymerization 
Polymerization 
Polymerization 
Depolymerization 
C12, HCI, HOCI, CO, RH, ROH 
CO, CO2, HCI, HF 
BU2S0, polymeric species 
RH 
H2, CO, HCHO, NH3, RNH3 

"From Peters (1966) and Suslick (1988) with permission. 
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usually results in the generation of a large number of highly oxidized or degraded 
products. Since extremely reactive intennediates are formed at respectable rates 
from the sonolysis of water itself, it is not surprising to see a general lack of 
specificity for sonochemistry in aqueous media. If we consider the nature of the 
cavitation event, the high vapor pressure of water relative to inorganic species or to 
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dilute organic compounds, it is no surprise that aqueous sonochemistry is domi­
nated by secondary chemical reactions unrelated to the direct processes that such 
dissolved substrates might undergo had they been the major species found in the 
collapsing bubble. 

The effects of temperature, acoustic intensity, and frequency on a number of 
organic reactions in an aqueous phase have also been investigated in the literature. 
Figure 4.14 shows the effects of intensity and frequency on conversion of acid-cata­
lyzed hydrolysis of methyl ethanoate at 303 K. As the figure shows, lower rate 
enhancements were obtained at the higher frequency. The optimum power for 540 
kHz was found to vary quite substantially with reaction volume. Similar results 
were obtained at other temperatures. It was concluded that there is an optimum 
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Figure 4.14. Effect of intensity and frequency on conversion of methyl ethanoate. T = 303 K, volume 
= 105 cm3. (From Henglein, 1993, with permission.) 
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power for each volume and temperature at which the reaction rate is maximum. 
Iozefowicz and Witekowa (1995) studied the effects of frequency, acoustic inten­
sity, temperature, and nature of gas on a wide variety of aqueous redox reactions. 
Eight out of twelve reactions studied showed zero-order kinetics. While not 
evaluated, these kinetic expressions may have been influenced by the type of 
equipment used in this study. Although redox reaction rates were found to be 
independent of the frequency, maxima were observed with respect to temperature 
and intensity. For various gases, the order of kinetic constants for the reaction was 

k air > koxygen > kargon > knitrogen' The large rate constants with air and oxygen are due 
to the HO; radical. The optimum in rate enhancement with respect to intensity was 
also observed for solvolysis of 2-chloro-2 methyl propane in 50% EtOH-H20 at 
various temperatures. For solvolysis in both ethanol-water and butanol-water 
mixtures, the rate of enhancement decreased with an increase in bulk temperature. 
The typical effects of power and frequency on Weissler reactions are illustrated in 
Figure 4.15. As shown, the effect of power on the reaction rate is much more 

3 

• -• a:1 -o 

1.1 MHz 

.. 

20 KHz 
('feel Jmme"Jon horn! 

20 KHz 
(fitenium immersion 

horn! 

O+----r ....... -,-,........,.......-...,...--,.--.-,..-.,......., 
o 10 20 30 so 60 70 

Power mellured by calorimetry ( Watt I 

Figure 4.15. Effect of frequency and ultrasound intensity on the Weissler reaction. (The Weissler 
reaction is the oxidation of 1- by an oxidant generated by the sonication of water saturated with CCI4). 
(From Luche, 1992b, with permission.) 
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pronounced at higher frequencies. In general, the rate of reaction is proportional to 
(PIVY, where PIV is the power per unit volume. The constant c may be dependent 
upon the nature of the equipment and the reaction medium, among other intrinsic 
reaction parameters. 

Cyclohexane oxidation in the presence of an ultrasonic field is also accelerated 
compared with oxidation without this influence. Ultrasonic initiation produces the 
same oxidation products as those formed in an auto-oxidation system, but their 
relative proportions differ. For example, during the oxidation of cyclohexane, the 
concentration of hydroperoxide increases, and the concentration of the acids is 
reduced, while the quantity of alcohol and ketone remains unchanged compared 
with the analogous auto-oxidation process. The oxidation of cumene in the liquid 
phase in the temperature range of 365-367 K gives the hydroperoxide as the most 
stable product. Ultrasonic initiation of this oxidation reaction reduces the induction 
period to 3-4 h, but the oxidation rate does not change significantly. However, as 
soon as the concentration of cumene hydroperoxide reaches about 15-17%, the 
oxidation rate suddenly decreases. The concentration of the accumulated hy­
droperoxide, which at first remains unchanged, soon begins to decrease. 

Thus, the effect of the ultrasonic cavitation process on both the initiation and the 
intensification of organic auto-oxidation reactions can produce different results, 
namely: (1) an intensive acceleration of the aldehyde oxidation reaction, (2) an 
inhibiting effect on the cumene oxidation reaction, and (3) a "small" acceleration 
of the cyclohexane oxidation reaction. The reasons for this are not completely clear. 

The effect of ultrasound on the hydration of acetylene to produce acetaldehyde 
is achieved more efficiently with ultrasound: 

(4.31) 

Ethylene and methane are also oxidized in an ultrasonic field. With saturated 
aqueous solutions ofCH4, a 24% conversion to formaldehyde is obtained. Ethylene 
gives acetaldehyde, presumably via the oxidation of ethanol, which is initially 
formed. 

Spurlock and Reifsneider (1970) and Reifsneider and Spurlock (1973) examined 
the oxidation of di-n-butyl sulfoxide in pure water and in saturated aqueous 
solutions of carbon tetrachloride. The main product under both conditions was 
di-n-butyl sulfoxide, along with several minor products that included n-butylsul­
fonic acid. 

Olson and Barbier (1994) evaluated an advanced oxidation process that combines 
ultrasound and ozone for the oxidation of natural organic matter to determine 
whether the approach could extend the application of sonolysis to refractory 
electrolytes. 

Evidence from radical scavenging and dosimetry experiments confirmed that 
ozone decomposition does not significantly occur in bulk solution during sonica-



134 CHAPTER 4 

tion. Under conditions of constant ultrasonic irradiation and continuous ozone gas 
application, total organic carbon removal rates were enhanced by ultrasound. Direct 
combustion of volatile intermediates in the cavitation bubble may partially explain 
the improved mineralization efficiency that was obtained with sonolysis. Hydroxyl 
radical scavengers such as carbonate were found to inhibit TOC removal rates. 
When the process was applied to a high color groundwater sample containing 
bicarbonate, TOC removal was completely inhibited. After pretreatment of the 
groundwater sample to remove carbonate species, however, 90% of the TOC was 
removed in 40 min. Some results are briefly summarized in Table 4.17. The 
decomposition rate of ozone was significantly catalyzed by ultrasonic irradiation. 
This rate increases with power input, with a maximum achieved at about 60-70 W. 

Ingale and Mahajani (1995) examined a novel way to treat refractory waste: 
sonication followed by wet oxidation (SONIWO). They showed that" sonication 
followed by wet oxidation is a better hybrid system. Sonication in the presence of 
a catalyst is more effective than without a catalyst. The catalyst used in the wet 
oxidation system may be used with sonication to yield better results. Oxidation 
efficiencies in the presence of CuSO 4 and NiSO 4 were very effective in this hybrid 
system; the oxidation rate was, however, higher in the presence of CuS04 than 
NiS04· 

A very interesting comparative study between hydrodynamic and acoustic cavi­
tation chemistry was reported by Pandit and Joshi (1993). They examined hydroly­
sis of castor oil and kerdi oil using an ultrasonic generator and a cavitating valve. 
The conversion in both cases was indicated by the acid value. Some typical results 
are shown in Figures 4.16(a) and 4.16(b). As indicated in these figures, the induction 
period with the ultrasonic generator was considerably shorter than with the cavitat­
ing valve. The rate of energy consumption for the ultrasonic generator was 1384 
Jlml of emulsion versus that for the cavitating val ve of 1080 Jim!. The nature of the 
reactions for both species was similar for both cavitating media. Slower reactions 
in the latter case are in line with the lower rate of energy consumption. The study 
indicates that organic reactions that otherwise require extreme temperatures and 
pressures can be carried out at room conditions through the process of hydrody­
namic or acoustic cavitation. 

TABLE 4.17. TOe Mineralization Efficiencies for 10 mg TOe Per Liter Fulvic Acid 
Solutions· 

Processb 

0 3 only 

0 3 + ultrasound 

% TOC removed 

40 

91 

"From Olson and Bambier (1994) with permission. 

%TOC mineralized 

28 

87 

bReaction period was 60 min; ozone flow rate was 3.2 mg min-I. Ultrasortic power input was 55 W. 
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Figure 4.16. (a) Hydrolysis of castor oil and kerdi oil with ultrasonic generator: (--0--) castor oil, (--.--) 
kerdi oil. (b) Hydrolysis of castor oil and kerdi oil with cavitating valve: (-___ -) castor oil, Pd = 21 psi; 
(--0--) castor oil, Pd = 45 psi; (--.--) kerdi oil, Pd = 40 psi. (Reprinted from Chem Eng. Sci., 48(19), 

A.B. Pandit and lB. Voshi, "Hydrolysis of fatty oils: Effect of cavitation," pp. 3440-3442, copyright 
1993, with permission from Elsevier Science.) 

Shirgaonkar and Pandit (1996) showed that the rate of hydrolysis of 2,4-dichlo­
rophenyl benzoate in the presence of base alone was enhanced by 400% by 
ultrasound. While the rate in the presence of ultrasound was still lower than the one 
obtained with a surfactant, the results offer an alternative for enhancing the 
hydrolysis reaction without the use of a surfactant. The application of ultrasound 
to the isomerization of maleic acid to fumaric acid enhanced the yield substantially. 
The effects of solvent vapor pressure on the yield of fumaric acid in both the 
presence and absence of ultrasound are illustrated in Figure 4.17. Higher vapor 
pressure decreases the yield. The study by these authors also indicated that there is 
an optimum temperature for the production of fumaric acid. The process worked 
the best at optimized conditions of higher catalyst loading, lower solvent vapor 
pressure, and ambient temperature. 

Finally, acoustic cavitation has also been used for numerous organic synthesis 
reactions. Some of these reactions are summarized in Tables 4.18 and 4.19 (Pandit 
and Moholkar, 1996). A more detailed list can be found in an article by Luche and 
co-workers (1989). 
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Figure 4.16. (continued) 

4.4e. Solute Hydrophobicity and Reactivity 

Hz02 is produced during the sonication of water under an argon atmosphere and 
is formed by the combination of OH- radicals, which are present in the interfacial. 
region at a high local concentration. The yield of H20 2 decreases in the presence 
of an OH- radical scavenger. Figure 4.18 shows typical examples of this behavior. 
It can be seen that tert-butanol decreases the yield more efficiently than either dioxin 
or methanol, although it is known from radiation chemistry that the specific rate of 
reaction with OH- radicals is the lowest with tert-butanol. An explanation of the 
results shown in Figure 4.18 thus requires a different approach. 

In Figure 4.19 the half-concentration, cl12 (i.e., the concentration at which the 
H20 2 yield is decreased by 50%), is shown for a large number of organic com­
pounds. It can be seen that cl12 ranges over five orders of magnitude, although the 
various compounds are known to react with OH- radicals with rate constants over 
the narrower range of 107_109 Ms-I. In this figure cl12 is plotted as a function of 
the hydrophobicity ratio, R, of the solutes, with the latter being defined as the ratio 
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M.Jeic acid = 30 , 
Thiourea = 0.1 , 
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Figure 4.17. Effect of solvent vapor pressure on the yield of fumaric acid. (From Shirgaonkar and 
Pandit, 1996.) 

of the number of hydrophobic groups to the number of hydrophilic groups in a 
solute molecule. For example, in ethanol there are two hydrophobic groups (i.e., 
CH3 and C~) and one hydrophilic group (i.e., OH): R, in this case, therefore, is 2. 
This hydrophobicity effect is explained by the accumulation of solute molecules at 
the interface of the gas bubbles where H20 2 is formed from the OH- radicals. 
Therefore, the higher the concentration of solute molecules at the interface, the 
lower the value of c 112 will be. Molecules with a high R value have a strong tendency 
to accumulate at the interface. 

Hydrophobicity effects were also encountered in studies of the reaction of 
hydrogen atoms with solutes. H+ atoms escape less efficiently from the cavitation 
bubbles and practically no reaction could be observed with strongly hydrophilic 
solutes such as iodide and formate. However, other solutes can be reduced, as shown 
in Figure 4.20, where the rate of reduction is plotted as a function of the concen­
tration of the various solutes. The sonication occurred under an 80 to 20% volume 
mixture of argon and hydrogen, in which the OH- radicals are efficiently scavenged 
by H2 to form additional H+ atoms in the gas bubbles. The solutes shown in Figure 
4.20 are known to react with H+ atoms in homogeneous solution with diffusion-
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TABLE 4.18. Homogeneous Reactions Affected by UltrasonicationG 

Scale of 
Reaction Time (h) Yield (%) operation 

I. Curtis rearrangement 

Sonication 
-5% Be~ne Ph-N-C=O 

+N2 

2. Sulfur extrusion from 1,3,4-thiadiazines 

I 
Ph-g 

Ph NHAc 

Ph X"'" Jl ~~ 
Ph S NHAc 

3. Sonochemical isomerization of maleic acid to fumaric acid 

;:H=CH + Br 
HOOC 'tOOH 

HO~ fOOH ----. _ r sonicatioo. 

Br 

20 87 

2 75 

4. Conversion of iron pentacarbonyl to iron dodecacarbonyl (with heptane as solvent) 

Fe(CO)s 
Sonication 

5. Preparation of nitroxyl radicals from hindered piperazines 

20 63 

6. Nitrones addition to olefins 

81 

Laboratory 

Laboratory 

Laboratory 

Laboratory 

Laboratory 

"From A.B. Pandit and V.S. Moholkar, "Harness cavitation to improve processing," Chem. Eng. Prog. July 1996, 
57-69. Reproduced with permission of the American Institute of Chemical Engineers. Copyright © 1996 AIChE. 

All rights reserved. 
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TABLE 4.19. Gas Liquid-Liquid Reactions Affected by Cavitationa 

Scale of 
Reaction Time (h) Yield (%) operation 

I. Ester hydrolysis 

COOMe COOH 

cr' cr' 94 Laboratory '# mr '# H2O 

CH3 CH3 

2. Addition of sodium azide to alkynoate ester 

H-C==C-COOMe 
NaN31H20 R~COOMe 86 Laboratory 
Sonication 

N3 

3. Hydroformylation reaction 

CH3-(CH2h-O=CH2 
COIH2/Catalyst 

30°C, H2O 

CH3-(CH2)4-CH2-CHO 15 100 Laboratory 

FH3 
+ CH3-(CH2h-CH2-CHO 

"From A.B. Pandit and V.S. Moholkar, "Hamess cavitation to improve processing," Chern. Eng. Prog. July 1996, 
57-69. Reproduced with permission of the American Institute of Chemical Engineers. Copyright © 1996 AIChE. 
All rights reserved. 
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Figure 4.18. Relative yields of H202 as a function of the concentration of some organic solutes. (From 

Henglein, 1993, with permission.) 
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Figure 4.19. Half concentration CII2, of various organic OH- radical scavengers, as a function of 
hydrophobicity ratio, R. (From Henglein, 1993, with permission.) 

controlled rates, and rate constants close to 10 Ms-1. However, in the case of 
sonolysis, their reactivities toward the H+ atom are quite different. Among the 
solutes used, Br2 and 12 are the least hydrophilic in nature. Among the ionic solutes, 
the anions MnO:; and AuCI:; are certainly less solvated than the small cation Ag+. 
One thus encounters a relationship between hydrophobicity and reactivity toward 
the H+ atom similar to that found for the reaction of various organic compounds 
with the OH- radical. 

Hydrophobicity can also play an important role in free radical-initiated redox 
reactions and the pyrolysis of low vapor pressure molecules. The theory described 
above can also be applied to polymer solutions. Polymers that accumulate to only 
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Figure 4.20. Rate of reduction of various H+ atom scavengers, as a function of their concentration. The 
reduction rate is expressed as g-eq. x liter-1 min-1 to produce comparable measurements because the 
various solutes require different numbers of equivalents for reduction. (From Henglein, 1993, with 
permission.) 

a small extent at the interface are expected to have a high c 112 in order to be able to 
compete with the combination reaction of the OH- radicals. In fact, DNA has one 
of the highest values of cl12, while poly(ethylene glycol) has one of the lowest. The 
magnitude of the change in surface tension when a polymer is dissolved in water 
is an indicator of the location of the polymer accumulation. The more negative this 
value, the more strongly a polymer is accumulated at the surface or interface: DNA 
is the least surface-active polymer, while poly(ethylene glycol) is the most active. 
All of these results combined indicate that a strong hydrophobicity effect is present 
in the polymer systems as well. 

Finally, in a recent study Seymour and Gupta (1997) demonstrated the enhance­
ment of reaction rates by the addition of sodium chloride salt. They showed that for 
a 20-kHz frequency ultrasound, large salt-induced enhancements are observed: 
sixfold for chlorobenzene, sevenfold for p-ethylphenol, and threefold for phenol 
oxidation. The reaction rate enhancements were proportional to the diethyl ether­
water partitioning coefficient of the pollutants. They showed that the majority of 
the oxidation reactions occurred in the bubble-bulk interface region. The addition 
of salt increased the ionic strength of the aqueous phase, which drove the organic 
pollutants toward the bubble-bulk interface. This study clearly shows the impor­
tance of hydrophobicity in the cavitation reaction rate. 
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4.5. DEPOLYMERIZATION AND REPOLYMERIZATION REACTIONS 

As early as 1933, Szalay (1933a,b,c) described how ultrasonic waves depolym­
erize starch, gum arabic, and gelatin, as measured by a change in viscosity. Schmid 
and Rommel (1939b) carried out a similar study for polyacrylic acid, polyvinyl 
acetate, and nitrocellulose. Surprisingly, in their study a reduction in viscosity was 
observed even in conditions that excluded oxidation and cavitation effects. Schmid 
and Rommel (1939b) also found that initially depolymerization was rapid but soon 
slowed and eventually ceased when a minimum molecular weight was reached. 
Similar findings have been reported by others. 

In general, ultrasonic depolymerization is closely linked to the cavitation phe­
nomenon, as has been clearly demonstrated by Weissler (1950, 1951a,b, 1953, 
1959,1960) and Weissler et al. (1950). They examined the degradation of poly sty­
rene in toluene and of hydroxyethyl cellulose in water in the presence and absence 
of cavitation. A carefully degassed sample showed no cavitation bubbles during 
irradiation and no degradation was observed. Further evidence of the need for 
cavitation to facilitate depolymerization comes from the effect of increasing ultra­
sonic intensity. At low ultrasonic intensities, when cavitation is absent, no depo­
lymerization is observed. At higher intensities, depolymerization begins. 
Prudhomme and Grabar (1949a,b, 1958) also found similar effects when the 
irradiated liquid was saturated with gases that promote cavitation but observed that 
no depolymerization occurred in a degassed liquid. Melville (1955) and Melville 
and Murray (1950) proposed that cavitation, only accelerates degradation through 
mechanical hydrodynamic effects occurring in a sonicated liquid. They observed a 
reduction in the molecular weight of polystyrene in benzene from 7,000,000 to 
260,000 when the solution was degassed. In the presence of air, the molecular 
weight of the polymer was reduced to 47,000. 

Several mechanisms have been proposed to explain the depolymerizing action of 
ultrasound. Since little difference exists between the mechanism of degradation of 
synthetic polymers in organic solvents and natural polymers in water, it would 
appear that chemical effects play little or no role. Depolymerization is caused by 
mechanical forces mainly associated with cavitation. As cavitation bubbles col­
lapse, strong velocity gradients are generated that can produce cleavage of the 
polymer chains. Polymer molecules become distorted and stretched as they enter 
the area of the high-velocity gradients generated by collapsing cavitation bubbles. 
At the final stage of collapse, the shock wave (l05 g at 500 kHz) radiated from the 
cavity generates sufficient stresses with the polymer to be finally responsible for 
bond cleavage. Secondary reactions with high-energy species produced from 
solvent sonolysis may also contribute to polymer degradation. There is now a large 
volume of experimental evidence to support the mechanochemical cleavage of 
polymers. 
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Probably the most interesting facet of depolymerization studies is the homogeni­
zation of molecular weights. Schmid (1939, 1940a,b, 1960), Schmid and Rommel 
(1939a,b), and Schmid et al. (1951) were the first to observe this phenomenon in 
polymethyl methacrylate. Sata and Harisaka (1951) and Sata et al. (1951) found 
that sonication of aqueous solutions of polyvinyl alcohol produces a more homo­
geneous molecular weight, but they failed to observe such effects with heat or 
oxidation with KMn04. Melville (1955) and Melville and Murray (1950) showed 
that depolymerization does not take place at particularly weak points in the polymer 
chain. They degraded two different poly(methyl methacrylate)-polyacrylonitrile 
copolymers and found that they gave similar molecular weight fractions after 
ultrasound treatment. This indicated that rupture did not occur preferentially at the 
copolymer linkage points in the polymer chain. 

14 

o atm 

--......,110-. ____ 8 atm 

15 atm 

., • lCD 12D 

Irradiation time (min) 

Figure 4.21. Degradation of polystyrene in toluene at various applied pressures. T = 20·C,f = 300 kHz, 
intensity = 10 W cm-2. (From Perkins, 1990, with permission.) 
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Figure 4.22. Yield of CO from the pyrolysis of various polymer solutions (sonication for 20 min). 
(From Henglein, 1993, with permission.) 

According to Schmid (1939, 1940a,b, 1960), Schmid and Rommel (1939a,b), 
and Schmid et ai. (1951), the breakage of bonds at different positions in the polymer 
chain will occur in long macromolecules. This results in molecular fragments of 
various lengths and an increase in polydispersion. As irradiation continues, homog­
enization of the polymer molecular weights is observed. Mostafa (1958a,b) and 
Lamb (1975) have shown that ultrasonic degradation is a nonrandom process. From 
a study of many ultrasonic depolymerizations, it has been concluded that in dilute 
solutions, degradations follow first-order kinetics, with the rate constants of degra­
dation being proportional to the molecular weight of the polymer. Molecules appear 
to break preferentially at points close to their midpoints, although they do not appear 
to break at the exact center. 

The rate of ultrasonic depolymerization decreases with decreasing molecular 
weight of the polymer; there is a limiting molecular weight below which no further 
cleavage occurs. The rate of degradation also depends on the duration of irradiation, 
concentration in solution, nature of polymer and solvent, and the intensity of the 
ultrasound. Limited data indicate that excess external pressure slows down the 
degradation rate. For low molecular weight polymers, the opposite results have also 
been obtained. One notable exception, however, is the fact that polymer degradation 
is independent of the ambient (inert) gas, which indicates that the cleavage is not 
occurring inside the collapsing bubble by thermal processes, since poly atomic gases 
greatly reduce the cavitational temperature. Ultrasonic degradation of polymers in 
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Figure 4.23. Sonication of poly(vinylpyrrolidone) in aqueous solutions under argon showing the rate 
of formation of the various pyrolysis products as a function of the polymer concentration. (From 
Henglein, 1993, with permission.) 

solution creates a nonrandom scission, with a well-defined preference for rupture 
near the middle of the chain. The degradation rate of aqueous polyethylene oxide 
increases with a decrease in polymer concentration. Similar results have been 
obtained with hydroxyethyl cellulose in an aqueous solution. The effect of applied 
pressure on the degradation of polystyrene in toluene is illustrated in Figure 4.21. 
As shown, an increase in pressure increases the degradation rate. 

The pyrolysis of several polymers, including DNA, has been examined. Figure 
4.22 shows the production of CO (the dominant product) as a function of polymer 
concentration for various polymers. At low concentrations where viscosity of the 
solution does not change significantly and cavitation quality remains unchanged, 
the different yields for different polymers indicate different sensitivities to pyrolysis 

in an ultrasonic field; e.g., DNA is the most stable and poly(ethylene glycol) is the 
most strongly affected. These results can be explained on the basis of the accumu­
lation of various polymers at the interfacial region. 
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Polymers have zero vapor pressure and they cannot penetrate the gas phase. 
However, thermal decomposition in the hot interfacial layer has been observed. 
Figure 4.23 shows the yields of typical pyrolysis products from solutions of 
poly(vinylpyrrolidone) (PvP): all products show maxima with respect to PvP 
concentrations. The decrease in rate is attributed to a decrease in cavitation 
efficiency caused by the high viscosity of the more concentrated solutions. To date, 
the mechanical degradation of polymers in an ultrasonic field was thought to be the 
main reaction occurring in polymer solutions. However, in certain cases for aqueous 
solutions, the yield of the pyrolysis products may exceed the yield of the main 
chain-scission products in a polymer. 

Chivate and Pandit (1993) examined the degradation of aqueous polymeric 
solutions by acoustic and hydrodynamic cavitation. Aqueous solutions of polyeth­
ylene oxide (PEG) and carboxymethyl cellulose (CMC) were used for the study. 
They showed that the cavitation generated in a flow loop system and with ultrasonic 
radiation gave similar results. In both cases the cavitation changed the chemical 

TABLE 4.20. Parameters Influencing Polymer Degradationa 

Parameter Effects of degradation 

Frequency Increasing the frequency reduces the extent of degradation. 

Intensity Increasing the intensity increases the rate and the extent of degradation. 

There is an upper intensity limit due to the material stability of the 
transducer, decoupling with the medium, and a large number of bubbles 
(transmission barrier). 

Solvent The higher the vapor pressure, the less violent the cavitation collapse and the 
less the extent of degradation. 

Cavitation occurs more readily in solvents with low viscosity and surface 
tension. 

Bubbled gas The solution should be saturated with a noble gas that has a low thermal 
conductivity, resulting in higher local heating, more violent cavitation 
collapse, and increasing polymer degradation. 

The greater the amount of dissolved gas, the smaller the intensity of the 
shock wave; i.e., the lower the gas solubility, the higher the degradation. 

External temperature Increasing temperature increases vapor pressure and collapse is less violent, 
resulting in decreasing degradation. 

Increasing temperature towards the boiling point of the solvent increases 
dramatically the number of bubbles that can act as sound barriers. 

Concentration Decreasing the concentration of the polymer in solution increases the 
degradation process. 

Molecular mass A larger initial molecular mass of the polymer increases the degree of 
degradation. 

There is a molecular mass limit below which there is no degradation. 

"From Peters (1996) with permission. 
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properties. They also suggested that the generation of hydrodynamic cavitation is 
much simpler, cheaper, and more energy efficient than the acoustic method. 
Admittance of air is a good means to control the extent of damage due to cavitation. 
A typical comparison of viscosity versus time for CMC in water for both acoustic 
and hydrodynamic cavitation is shown in Figures 4.24( a) and 4.24(b), respectively. 
A brief summary of the effects of system parameters on polymer degradation is 
given in Table 4.20. 

4.6. ULTRASOUND AND HOMOGENEOUS OXIDATION 

While water-soluble homogeneous catalysts that can be used to convert organic 
compounds in an aqueous phase have not yet been extensively investigated, in 
principle, ultrasound can have a significant effect on homogeneously catalyzed 
reactions. Mokry and Starchevsky (1987, 1993) and Mokry et al. (1987) examined 
the effects of an ultrasonic field on the homogeneous oxidation of a variety of 
organic compounds. 

Ultrasound accelerates the initiation process in homogeneously catalyzed oxida­
tion reactions. For oxidation of cyclohexane, these authors show that in the presence 
of CoNf2 (cobalt dinapthalide), the application of ultrasonic radiation enables one 
to (1) decrease the nucleation period, (2) increase the oxidation rate, and (3) improve 
the total process selectivity with regard to final products (see Figure 4.25). The same 
features were observed when the oxidation was carried out in the presence of 
numerous other metal catalysts. In all of these systems, the synergism phenomenon 
was observed, i.e., the rate of catalytic cyclohexane oxidation in an ultrasonic field 
was higher than the sum of the respective rates of the acoustic chemical and "pure" 
catalytic oxidation. 

While similar results were obtained for acetaldehyde oxidation, the synergistic 
effect in this case was not as pronounced. Since the rate of catalytic reaction is an 
order of magnitude higher than the rates of possible acoustic-chemical reaction 
(through free radicals generated by the cavitation), Mal'tsev (1976), Mal'tsev and 
Solv'eva (1970), and Chervinskii and Mal'tsev (1966) believe that in these systems 
the application of ultrasound influences the decomposition of the catalysis-sub­
strate complexes formed in the system, leading to increased rates. 

Mokry and Starchevsky (1987, 1993) and Mokry et al. (1987) also found that 
without the catalyst under the given conditions, ultrasound does not influence the 
decomposition of cyclohexyl hydroperoxide (see Table 4.21). Also, pretreatment 
of the catalyst solution in cyclohexane hinders the formation of the catalyst­
hydroperoxide complex and as result of this, slows down the hydroperoxide 
decomposition process. These studies have thus shown that although the use of 
ultrasound in a homogeneously catalyzed process should have positive effects, the 
time at which the ultrasound is applied (before or during the reaction) can have a 
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significant impact on the final outcome of the results. Some experimental values of 
the various kinetic constants of the homogeneous catalytic decomposition of 
cyclohexyl hydroperoxide for both sonicated and nonsonicated samples are given 
in Table 4.21 (Boudjouk, 1986, 1987; Boudjouk and Han, 1983). 
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Figure 4.25. Increase in the concentration of the various products of the cyclohexane oxidation process 
as a function of time, with cobalt dinaphthalide (CoNf2) present as a catalyst, for both nonsonicated 
(curves 1) and sonicated (curves 2) sytems. Kinetic curves obtained for: A, hydroperoxide; B, acids; C, 
cyclohexanol; and 0, cyclothhexane. (From Mokry and Starchevsky, 1993, with permission.) 
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TABLE 4.21. Experimental Values of the Various Kinetic Constants of the 
Homogeneous Catalytic Decomposition Process of CyclohexyJ Hydroperoxide, for both 

Sonicated and Nonsonicated Samples· 

k ~=kK)b 
T(k) k(s-I) K(dm3fmol) (dri: fmol s) Experimental conditions 

348 0.27 13 3.51 In an ultrasonic field of 22 kHz 
frequency 

333 0.18 21 3.78 

348 0.21 16 3.36 Catalyst, in cyclohexane, initially 
subjected to an ultrasonic field of 22 
kHz 

333 0.15 26 3.90 

348 1.26 In an ultrasonic field of 44 kHz 

333 0.70 

348 0.22 26 5.72 In the absence of an ultrasonic field 

333 0.17 34 5.78 

"From Mokry and Starchevsky (1993) with permission. 
bkp includes the concentration of catalyst. 

4.7. ULTRASOUND AND LIQUID-LIQUID PHASE-TRANSFER 
REACTIONS 

Phase-transfer reactions have been increasingly used in various organic transfor­
mations. While phase-transfer catalysis has not been applied directly to the conver­
sion of pollutants in an aqueous stream, it has potential for some selective pollutants. 
Ultrasound can aid phase-transfer catalysis in a number of ways. Cavitation during 
sonication can induce some free radical reactions. Ultrasound can also cause 
emulsification between two liquids and enhance liquid-liquid interfacial area and 
transport rates, thereby increasing the reaction rates. 

The use of ultrasound to produce either extremely fine emulsions (from immis­
cible liquids) or efficient mass transfer has led to the use of ultrasound to enhance 
or even replace phase-transfer catalysts (PTC). The nonnal function of a PTC is to 
enable the transfer of a water-soluble reagent into an organic phase, where it can 
more readily react with an organic substrate. As an example of phase-transfer 
catalysis, consider the quaternary ammonium salt [(CgH17)3N+CH3]CI-. This salt 
is itself quite soluble in nonpolar(organic) media owing to the presence of long 
hydrocarbon chains. When this PTC is dissolved in CHCl3 and the solution shaken 
with aqueous NaOH, some of the OH- ions in the aqueous phase will be partitioned 
(pulled) into the organic phase by the PTC in exchange for its own CI- ions, which 
are transferred back into the water. Hydroxide ion in chlorofonn is a powerful base, 
and under these conditions it can remove a proton from the solvent to give -CCI3 
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which in tum decomposes to the reactive electrophilic intermediate CCl2 (dichlo­
rocarbene). If an alkene (e.g., styrene) is present in the organic phase, the carbene 
adds to it and the product of the reaction is a dichlorocyclopropane. 

The ability to increase the range of reactivity of a species by transferring it from 
one phase to another is a powerful tool in chemical synthesis. There are, however, 
two drawbacks to the use of phase-transfer catalysts: (1) the PTC itself is generally 
expensive; and (2) a PTC is potentially dangerous in that it will, by its very nature, 
catalyze the transfer of chemicals into human tissue. The potential health hazard of 
using a PTC must, however, be counterbalanced by the synthetic efficiency that 
follows from its employment since without the addition of a PTC, many heteroge­
neous reactions are limited to the interfacial regions of contact and are consequently 
slow. 

Ultrasound helps improve the liquid-liquid interfacial area through emulsifica­
tion, which is important for viscous films containing gas-filled bubbles and cavita­
tion bubbles. Gas-filled bubbles within the film, oscillating because of ultrasound 
and mobilized by acoustic streaming, entrain some of the film. Simultaneously, 
cavitation bubbles spray solvent on the film that covers the pulsing gas bubble. The 
pulsing action of the gas bubble is therefore disrupted and the liquid is scattered on 
its surface, leading to highly dispersed emulsions. Very fine emulsions greatly 
increase the reactive interfacial area and allow faster reactions at lower tempera­
tures. An example of this would be the ultrasonically enhanced saponification of 
wool waxes by aqueous sodium hydroxide using tetra-n-heptylarnmonium bromide 
as aPTC. 

There have been a large number of reports on the use of ultrasound in phase­
transfer catalysis. In several cases the use of ultrasound has enabled cheaper 
phase-transfer agents to be used. For example, ultrasound has a pronounced effect 
on the rate of saponification of carboxylic esters. Thus, methyl-2,4-dimethylben­
zoate and sodium hydroxide solution in the presence of an aliquot gave a 94% yield 
of the acid after sonication for 1 h compared with only 15% yield of the acid after 
refluxing for 1.5 h. Insonation allowed the saponification of commercially impor­
tant wool waxes to be carried out at much lower temperatures than is usual. This 
also led to improvements in the color of the products. 

Significant increases in turnover numbers are reported for the hydroformylation 
of alkenes using a water-soluble rhodium catalyst in the presence of ultrasonic fields 
(30-40 kHz). Thus using a 1: 1 ratio of CO to H2 at 2.5 MPa, I-hexene and an 
aqueous solution containing HRh(CO)[P(C6H4S03H)3h yields aldehydes with a 
turnover number of 11.34 in ultrasonic fields compared with only 3.24 with stirring 
at 500 rpm. In another example, increased yields of products were obtained under 
ultrasonic irradiation in the PTC alkylation of the isoquinoline derivatives using 
50% aqueous NaOH as a base. Efficient mixing is not easy to achieve for this system 
under normal reaction conditions because of the viscosity of the aqueous base. In 
the specific case of alkylation with benzyl chloride, ultrasound plus [Et3NCHzPh] + 
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Cl- achieves 60% yield in 20 min compared with only 50% in 2 h with stirring at 
25°C (6 h). 

The above examples indicate that ultrasound can aid in any liquid-liquid phase­
transfer reaction for the transformation of organic pollutants from the aqueous 
phase. More work in this area needs to be carried out. 



GAS-LIQUID-SOLID CAVITATION 
CHEMISTRY 

5.1. INTRODUCTION 

In this chapter we briefly evaluate the effects of cavitation on the gas-liquid-solid 
reaction. While in principle three-phase systems can be subjected to hydrodynamic 
cavitation, it is clear that a three-phase flow through an orifice or a pressure 
expansion device may lead to some operational drawbacks. The literature for the 
application of hydrodynamic cavitation to three-phase reactions is therefore sparse. 
Similarly, the application of optical cavitation to three-phase systems may be 
difficult to control owing to the presence of the solid phase. Our discussion here on 
the effects of cavitation on gas-liquid-solid reactions will therefore be restricted 
to acoustic cavitation. The general principles should, however, be applicable to 
other types of cavitation as well. 

When ultrasound is passed through a fluid medium, two important phenomena 
occur. First, there is acoustic streaming caused by nonlinear coupling of the 
first-order acoustic waves. These waves produce a stirring effect and in the vicinity 
of the surfaces, a reduction in the thickness of diffusion layers, thereby increasing 
the fluid-solid mass transport. Second, the ultrasound produces cavities, some of 
which implode and cause high temperatures. The imploding cavities are estimated 
to have radii of about 200 ~m and lifetimes of less than 2 ~s. The implosion 
generates high-energy shock waves and in the vicinity of the surfaces, the bubble 
collapse is nonspherical and produces high-velocity microjets of solvent, which 
impinge on the surface with velocities estimated to be in excess of 100 ms- I . 

This phenomenon can result in the removal of oxide layers from metals, thus 
providing clean surfaces. In the case of powdered reactants, the particles can also 
be set into motion at speeds of up to 100 ms- I and undergo collisions that can 
markedly change their morphology. The jet as well as the shock waves from the 
cavity implosion erode solid surfaces, remove nonreactive coatings, and fragment 

ISS 
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brittle powders. Reactions can also be facilitated by the high temperatures and 
pressures associated with cavity implosions near surfaces. The chemical reactivity 
of solid surfaces, which depends upon crystalline form and crystal size within a 
particle, and the purity and chemical composition of the metal, as well as the shape 
and size of the particle, can thus be altered by acoustic streaming and cavitation. 

The extreme conditions generated by cavitation near surfaces can also be utilized 
to induce reactivity in "unreactive" metals. Johnson (1966), for instance, examined 
reactions among carbon monoxide, molybdenum, and tantalum, as well as other 
comparable metals. Conventional techniques require pressures of 100 to 300 atm 
and temperatures of 200 to 300°C to form metal carbonyls. Using ultrasound, 
however, formation of metal carbonyls can proceed at room temperature and 
pressure. 

In general, both acoustic streaming and cavitation may lead to improved reactiv­
ity of solid reagents by: 

removal of passivating surface coatings 
creation of surface defects, which because of reduced coordination may lead to 

reactive sites 
reduction in particle size, thereby increasing the reactive surface area 
improvements in mass transport 

Alkane ~ Stabilizer .. ~ . 

gj iii 

Nonophose 
Metal colloid 

Figure 5.1. Sonochemical synthesis of various forms of nanostructured materials. n = 100-1000. (From 
Peters, 1996, with permission.) 
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lithium: 

sodium: 

TABLE 5.1a. Sonochemical Reactions Involving Alkali Metalsa 

))) (ti) 
Bu"a + (PthNH • (IYhNU 

THF. 15°C. 15 min 

tP ))) (ti) 
n-C4~CI + Ph-\ • 

THF. r.t.. 45 min 
Li 

))) (Na) 
PhSe-SePh • 2 PhSeNa 

quantitative THF. Ph2QO). 5 min 

'" -CI n-CsHu-_~_ 
CI 

))) (Na) 
-----. n-CsHIICH=C=CH2 

xylene. 5 min 
81-87% 
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))) + + epimers -(Na) 

14% probe. high power 50% 
33% probe. low power 66% 
0% cleaning bath 100% 

potassium: 

))) (K) 
n-C,;HI3J\ ...... ·n-C,;HI3 

toluene. 1 min 

quantitaIive (E.zJ : (E,EJ = 8 : 1 

EtOOC~OOEt 
))) (K) 

toluene, 1 min 

"From Peters (1996) with permission. 

Ultrasound is a useful tool in nearly every case where a liquid and a solid must 
react. Furthermore, since ultrasound can radiate through large volumes of liquid, it 
is well suited for industrial applications. 

In a recent review Peters (1996) gave an excellent treatment of the application of 
ultrasound to the material reactions. As shown in Figure 5.1, he articulated the 
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TABLE S.1h. Sonochemical Reactions Involving Group II, III, IV Metalsa 

magnesium: 

aluminum: 

indium: 

tin: 

») (Mg) 

(MeOH) 

quantitative 

PhBr + BF3 · EI20 
))) (Mg) 

E120. r.t.. 30 min 
(PhhB 

97% 

EIBr 
))) (AI) 

E120. r.t.. 10-20 min 

))) AI(Hg), 

THF-H20 

CHFCH-rH-CF3 

OH 

))) (In) 

70% 

E13A1 90% ))) I (ZnCI2) 

EI2Zn 

86% 

CH,--CIt--CH2Br 
EIOH.lh 

))) (So) 

TIIF-H20(1: 5). r.t. 
30 min 

90% 

H~O OH 

98% '\ 

"From Peters (1996) with permission. 
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TABLE S.le. Sonochemical Reactions Involving Transition Metalsa 

zinc: 

») (Zn) 

samarium: 

))) 

THF,lOmin 

nickel: 

mercury: 

cadmium: 

copper: 

))) Zn(Cu) 

EtOlt-H10(2 : 2) 

36% 

/Br 

Ar-Ru 0 ,-, 
.... / 

Se /Ar 
I ~~u 

Ar-Ru ..... )(\ 
",""Ru 

Se 'ru 

))) SmlHg(cat.) 

20 min 

))) (Ni) MeUMe 

))) (Hg) 

r.t. 

))) (CdlSnCLz) 

THF, 75'C, 4-6 h 

86%(9J%ec) 

59% 

32% 

?H COOMe + CH212 
~ 

))) (Cu) 

diglyme, SO'C, 4 h 

"From Peters (1996) with permission. 

quantitative 
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TABLE 5.2. Application of Ultrasound to Nonradical Catalyzed Polymerizations· 

ring-opening polymerization: 

))) \1.') 

30"<: 

organometallic catalyzed polymerization: 

o 
¥e 
i" 

Cl---Si-Cl , 
Ph 

"From Peters (1996) with permission. 

))) (AlCl)/CuCl11H10) . 

))) (Na) 

toluene, 25°C 

1F-oL 'Me 1: 

sonochemical synthesis of various forms of nanostructured materials from Mn 
where n = 1 00-1 000. Several examples of sonochemical reactions involving alkali 
metals; group II, III, and IV metals; and transition metals described by Peters are 
given in Tables S.la, 5.lb, and S.lc, respectively. An application of ultrasound to 
nonradical catalyzed polymerization is shown in Table 5.2. 

5.2. GENERAL EFFECTS OF ULTRASOUND ON GAS-LIQUID­
SOLID REACTIONS 

There are a number of reasons for rate enhancement or change in product 
distribution during gas-liquid-solid reactions in the presence of ultrasound. Some 
of these are briefly described in the following section. 

s.2a. Surface Cleaning 

There are two types of reactions involving metals: (1) one in which the metal is 
a reagent and is consumed in the process and (2) one in which the metal functions 
as a catalyst. The sonochemistry of solid surfaces in liquids is best exemplified by 
the reactions of active metals such as lithium, magnesium, zinc, and aluminum. 
Ultrasonic irradiation of reaction mixtures consisting of these metals provides 
better control at lower temperatures and produces relatively higher yields. The 
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chemistry of these metals is very difficult to control. Traces of water, oxygen, or 
nitrogen can react at the surface to form protective coatings. Increasing the reactiv­
ity of the protected surface by direct heating, however, can result in undesirable 
explosions. Ultrasound can keep the surface clean and allow the reaction to proceed 
evenly at reduced ambient temperatures. Excellent yields and improved reliability 
can be achieved for many reactive metals in large-scale industrial applications. The 
removal of inhibiting impurities and the pitting of the surface increases the number 
of active sites available to reagents, and the accelerated flow ofliquid from acoustic 
streaming counters the local depletion of reagents at the active sites. It is also 
possible to optimize both the frequency and the ability to focus sound beams to 
perform "site-specific" reactions, e.g., selective cross-linking on the surface. 

Surface contaminants can be classified according to their ability to withstand 
cavitational effects, their binding strength to the surface to be cleaned, and their 
mode of interaction with the solvent. For metals in the forms normally used in 
chemical reactions (i.e., powders, dispersions, chips, and wires), the common 
surface inhibitors are dust, grease films, oxide films, and products of reactions with 
incidental agents such as sulfur, chloride, and other halogens. Most surface films 
are broken down in a liquid by cavitation and acoustic streaming. In addition, 
vibration of the particle causing stress in the coating can lead to film fracture and 
removal. Jet cleaning occurs as a pulsating cavitation bubble moves over the 
contaminant film, cleaning "paths" that trace its journey. These liquid jets are 
generated during the division of large unstable bubbles into smaller ones on the 
surface. 

Apart from these mechanical reasons, in some cases chemical reactions promoted 
by ultrasonic waves must also be considered as an important cleaning mechanism. 
For example, metal oxide films may be susceptible to aqueous solvents, depending 
on the pH of the system. For organic solvents, free-radical side reactions may 
promote the removal of oxide, sulfide, or halide impurities. Oxidation or reduction 
by electron transfer between intermediates formed during the course of a chemical 
reaction and surface impurities is also feasible. In many cases, the cleaning effect 
alone is insufficient to explain the extent of the sonochemically enhanced reactivity. 
In such cases sonication serves to sweep reactive intermediates, or products, clear 
of the metal surface and thus presents a renewed, clean surface for reaction. This 
sweeping effect would not be as effective under normal mechanical agitation. 

Surface cleaning by acoustic streaming is most important when the contaminant 
film is soluble in the solvent. This mechanism differs sharply from mechanical 
agitation because it rapidly exchanges the solvent at the surface, reducing the 
thickness of the boundary layer. Higher frequencies lead to greater flow rates 
because of increased absorption of acoustic energy and are recommended for 
loosely bound contaminants. More tightly held inhibitors require cavitation, and 
thus lower frequencies are more efficient. 
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Electron microscopic examination of ultrasonically assisted cleaned surfaces 
reveals pitting of the surface of the metal, which acts to expose new surface to the 
reagents and to increase the effective surface area available for reaction. The pitting 
is thought to be caused by two possible processes: (1) the implosion of cavitation 
bubbles formed from seed nuclei on the surface or (2) microstreaming of a jet of 
solvent onto the surface when a cavitation bubble collapses in the solvent close to 
it. 

The reactions of solids with soluble reagents that yield poorly soluble products 
cover the reactive surface of the solid and thereby hinder a fresh supply of reagent. 
In these reactions ultrasound is considered to improve mass transport by the 
continuous cleaning of the surface of the solid reagent. A good example of such a 
reaction is the neutralization of sulfuric acid with calcium oxide grains. Calcium 
sulfate (gypsum) is produced that passivates the surface of the calcium oxide. 
Ultrasonic irradiation leads to a faster increase in pH than with stirred reactions, 
especially when larger calcium oxide grains are used. The increased rate observed 
under ultrasonic irradiation is attributed to the continuous cleaning of the surface 
of the calcium oxide grains. 

S.2b. Morphological Changes in Metal Catalysts 

The effects of ultrasound on particle morphology, surface composition, and 
catalyst reactivity have been investigated by Casadonte and Doktycz (personal 
communication). They discovered that catalysts such as nickel, copper, and zinc 
powders irradiated with ultrasound show dramatic changes in surface morphology. 
Individual surfaces are smoothed and particles are consolidated into extended 
aggregates. Ultrasound can remove the oxide coating on a nickel catalyst, thus 
improving its reactivity. Ultrasonic irradiation increased the effectiveness of nickel 
powder as a catalyst more than 100,000 times. The nickel powder is as reactive as 
some special catalysts currently in use, yet it is nonflammable and less expensive. 

S.2c. Cavitation Erosion 

Cavitation erosion is predominantly mechanical in nature and has two possible 
sources: the shock wave of isolated imploding cavities attached to the surface and 
the jet impact generated by clusters of cavities collapsing near the surface. The most 
popular theory is that erosion of metals results from asymmetric collapse of single 
bubbles attached to, or very near, the surface, which produces shock waves and 
liquid jets of sufficient force to deform the surface of the metal. There is also a 
cascading effect; i.e., the asymmetric collapse promotes erosion, which in turn 
enhances asymmetric collapse, and so on. It should be noted that cavitation erosion 
can also affect the surface of the acoustic horn. 
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S.2d. Shape, Size, and Specific Area of Particle 

It has been shown that ultrasonic horns that deliver high-power ultrasound can 
break down solids and increase their specific surface area. As a result, higher 
reaction rates are observed in subsequent reactions. For example, the increased rate 
of the Ullman reaction in the presence of ultrasound has been shown to be partly 
due to the breaking down of the copper powder to an average size of 25 Ilm. 
Similarly, the particle size of various inorganic solids has been reduced from 60-90 
to 5-10 Ilm. 

In gas-liquid-solid reactions involving solids dispersed in liquids, the overall 
reactivity will depend upon the available reactive surface area. The difference when 
using powders (metallic or nonmetallic) is that ultrasonic pitting can lead to 
fragmentation and a consequent reduction in particle size. One interesting aspect 
of such reductions is that for a particular set of experimental conditions there 
appears to be an optimum size for the reduction beyond which ultrasound has no 
further effect. This is generally considered as a stable particle size. The force needed 
to crush a particle is generally inversely proportional to the particle diameter. One 
important benefit of a reduction in particle size and a simultaneous surface activa­
tion is the possibility of substituting sonication for the use of a phase-transfer 
catalyst as a means of assisting solid-liquid reactions. 

The major factors responsible for the increase in the reaction rates of nonmetallic 
solids are probably: (1) an increase in surface area of the solid reagent from 
cavitation-induced particle size reduction and (2) improved mass transport ofliquid 
reagent to the solid surface via surface streaming. Augmenting the effects of 
increased surface area should be the improved "refresh rate" at the surface of the 
solid that results from acoustic streaming. As mentioned earlier, this effect is 
different from mechanical mixing because the flow rates at the surface are increased 
by the motion of the particle, which is caused by its absorption of sound or 
hydrodynamic energy. 

S.2e. Improved Mass Transport 

Dispersion of solids in liquids is also improved when carried out in a cavitating 
liquid. For example, the successful dispersion of mica, gypsum, and hematite in 
water, producing colloidal or semicolloidal solutions, was reported as far back as 
1938. This technique is now widely used for the peptization of gels and gel-like 
substances in favor of mechanical methods, and is commonly used in the prepara­
tion of drugs, dyestuffs, and preceramics. With the exception of a reduction in size 
of the suspended particles and the increased stability of the suspension, the 
properties of the ultrasonically dispersed materials were usually the same as those 
produced by the conventional techniques of heating, mixing, and/or vigorous 
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shaking. There are numerous potential applications to synthesis; an ultrasonically 
dispersed TiCl3 in polyolefins results in improved Ziegler-Natta catalysis. 

Ultrasonic waves do not act directly on molecular diffusion, but can induce 
convective motion in the medium and as a result decrease the thickness of the 
diffusion boundary layer. This leads to an increase in the transport velocity of matter 
and thereby to acceleration of the diffusion-controlled reactions. There are many 
ways ultrasound may induce convective transport near the solid-liquid interface. 
One important factor is assumed to be acoustic streaming, which is defined as the 
time-independent flow of fluid induced by a sound field. It can be divided into two 
general types: first, the quartz or sound wind that is associated with the plane 
acoustic waves in the volume of an attenuating medium, and second, acoustic 
microcurrents, also called microstreaming or microstirring, which are associated 
with the interaction of a sound field with a boundary or a surface. These microcur­
rents can be described as a circulatory motion of the medium near the phase 
separation boundary, and they are responsible for the acceleration of some multi­
phase reactions. Acoustic streaming can occur in the absence of cavitation. Experi­
ments showed that resonant gas bubbles resting on a boundary are also a very 
efficient source of microstreaming. Finally, microjets that are formed when a 
cavitation bubble collapses near a solid surface and that have a velocity over 100 
ms- i may also induce convective transport. Cavitation-induced cold fusion studies 
can substantiate this hypothesis. 

s.2f. Mechanisms for Gas-Liquid-Solid Cavitation Reaction 

In gas-liquid-solid systems, cavitation reactions follow an ionic mechanism. 
Even if the ionic pathways, from a purely chemical component aspect, are not 
influenced by hydrodynamic turbulence or sonication, mechanical effects such as 
microstreaming, which are purely physical in nature, are still present and will be 
responsible for enhancement in rates and yields. This class of reactions is sometimes 
referred to as "false" sonochemistry, since the role of ultrasonic waves is similar to 
that of a highly efficient agitation process. Since no "chemical" role is involved, no 
sonochemical switching is expected. 

Several types of cavitation reactions contain the characteristics of both of the 
above two categories of reaction. A liquid-solid system that can react by involving 
a SET mechanism will be subject to both the mechanical and the chemical effects 
of sonication. Other examples of mixed reactions are the effects of ultrasound on 
photochemical, phase-transfer, or enzyme-catalyzed reactions. In all of these cases, 
more than one type of chemistry simultaneously occurs during the reaction process. 
Some examples of sonochemical switching are shown in Table 5.3. 
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TABLE 5.3. Examples of Sonochemical Switchinga 

() 

PhCH2CN 

~(CO)g1 THF 

))) 

() 70% 

t 
OH 

~T( + '. 
Fe(COh 

PhH 
trace 

"From Peters (1996) with pennission. 

S.3. SPECIFIC ROLE OF ULTRASOUND ON GAS-LIQUID-SOLID 
REACTIONS 

165 

For heterogeneous reactions involving catalyst reagents, ultrasound may be 
beneficial to five distinct phases: 

in catalyst or reagent preparation 
in catalyst or reagent activation 
during catalyst induction 
during reaction with substrate 
in catalyst regeneration 

Here we examine each of these cases separately. Several applications of ultrasound 
to metals and nonmetallic solids are shown in Table 5.4. Some practical examples 
of gas-liquid-solid organic syntheses that are enhanced by ultrasound are briefly 
described in Table 5.5. Finally, a few examples of catalysts used for ultrasonically 
assisted waste conversion reactions are given in Table 5.6. 

S.3a. Catalyst and Reagent Preparation 

Several reports (Pugin and Turner, 1990; Lindley, 1992) indicate that the use of 
ultrasound during the preparation of solid catalysts leads to improvements ir 
catalytic activity compared with catalysts prepared by chemically similar metho& 
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TABLE 5.4. Applications of Ultrasound to Metals and Nonmetallic Solids· 

Material 

Metals 

Solids 

Applications of Ultrasound 

Production of amorphous, nanosized metal powders and nanocolloids 

Preparation of activated and supported metals used as catalysts 

Agglomeration of metals, formation of metal carbides 

Electroplating and spray pyrolysis to form metal layers 

Crystallization 

Metal welding, machining, soldering, casting, sonocleaning 

Organometallic sonochemistry 

Impregnation of catalysts on solid supports 

Preparation of fine particles and colloids 

Particle size reduction, cavitation erosion 

Surface treatment 

Agglomeration and crystallization 

Intercalation of guest molecules into host inorganic layered solids 

Dispersion, dyeing, sieving 

Heterogeneous sonochernistry 

"From Peters (1996) with pennission. 

but using only mechanical agitation. The use of ultrasound to enhance rates of 
crystallization was reported as early as 1927. Since then there has been considerable 
increase in activity in the field, particularly in the area of crystallization of metals 
and alloys. With acoustic fields below the cavitation level, acoustic streaming is 
effective in increasing mass transport to the growing crystals, which can lead to an 
increased rate of crystal growth, provided the degree of supersaturation is low. At 
high degrees of supersaturation, the concentration gradient near the growing crystal 
is high, so that the acoustic streaming has little effect on crystal growth rate. For 
acoustic intensities above those required for cavitation, increases in the rates of 
nucleation and crystallization may be observed; this often results in crystals with a 
smaller particle size and narrower particle size distribution. 

The crystal structure of ultrasonically produced crystals is often different than 
conventionally produced crystals because as they tend to show less dendritic 
growth, which gives rise to crystals with a more equiaxial form. This can happen 
if the bubble contents are adiabatically expanded during the expansion cycle of the 
acoustic wave, which gives rise to a localized cooling in the vicinity of the bubble 
and an increase in the degree of supersaturation. Following bubble collapse, the 
increased supersaturation leads to the formation of germ nuclei, which are dispersed 
throughout the medium. The crystals produced in this manner have higher purity 
and fragrance value. Some examples are diphenyl oxide and phenyl and methyl 
ether. 
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TABLE 5.5. Practical Examples of Gas-Liquid-Solid-Cavitation Reactions· 

Reaction 

1. Two-step condensation of substituted phenol with nitro 
olefin 

, OH 1(3 

CI '- I 0 

3. Conversion of benzyl bromide to acetate 

('YCH2Br KoAclSiOz ('YCH20AC 

V Cyclohexane' V 
4. Oxidation of unsaturated alcohols with Mn02 to 

corresponding aldehyde 

MnOz Ph ...... ",;-...... _ 
..,... '"CHO 30·C,Octane 

5. Reduction ofheteroatom halogen bonds 

LiAll4l 

Alkane 25 - 40 ·C 

6. Ether formation of the phenol group in a 
5-hydroxy chromone 

Time 

2-4h 

24h 

20 min 

4.5 h 
(approx.) 

0.5-\.5 h 

Scale of 
Yield (%) operation 

36-85 Laboratory 

67 Laboratory 

80 Laboratory 

73 Laboratory 

98 Laboratory 

80-100 Laboratory 

"From A. B. Pandit and V. s. Moholkar, "Harness cavitation to improve processing," Chem. Eng. Prog. (July 1996), 
57-69. Reproduced with permission of the American Institute of Chemical Engineers. Copyright © 1996 AIChE. 
All rights reserved. 

The effects of ultrasound in zeolite synthesis have been investigated recently 
(Lindley. 1992). Zeolites are microporous tectosilicates with giant three-dimen­
sionallattices built up from AIO 4 and SiO 4 tetrahedra. Zeolites are usually prepared 
hydrothermically by heating aqueous solutions of sodium silicate and sodium 
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TABLE 5.6. Examples of Catalysts Used for Environmentally Relevant Conversions· 

Catalyst 

Cu, Pt metals, silica gel, Cr20yA1203' 
Cr203 gel, Mn02 gel, CaC03, NiO, Cr20i Al20 3 

Platinum metals 

Cr20yMo03 

Mn acetate 

"From Perkins (1990) with pennission. 

System 

Decomposition of H20 2 

Oxidation of ethanol 

Oxidation of methanol 

Oxidation of acetaldehyde 

aluminate at temperatures from 25 to 300°C for several days to a few hours. In the 
synthesis of zeolite NaA, ultrasound leads to substantial reductions in nucleation 
time and overall completion times (Table 5.7) and it also produces crystals of 
smaller particle size (Figure 5.2). Crystallization in the presence of seeds also leads 
to particle size reductions in the presence of ultrasound, which seems to support a 
liquid phase nucleation process in which ultrasound aids the dissolution of the seeds 
to yield germ nuclei that are dispersed throughout the medium as a result of 
cavitation. Ultrasound has also been reported to be of value in the hydrothermal 
synthesis of A-type zeolites by enabling cheap natural minerals such as kaolin to 
be used as the aluminosilicate source. 

The use of ultrasound during the precipitation of an FeTeo.85MoOx catalyst for 
the oxidation of alkenes from aqueous solution has resulted in catalysts with 
increased specific surface area and thereby an increased catalytic activity. Similar 
results have been reported (Perkins, 1990) for the precipitation of a mixed chro­
mium-molybdenum catalyst for the oxidation of methanol. However, application 
of the ultrasound after the precipitation was complete led to agglomeration, a 
reduction in surface area, and loss of activity. 

TABLE 5.7. Synthesis of Zeolite NaA at 85°Ca 

Seeded (S) 
Ultrasonic system Unseeded (U) Nucleation time (h) Completion time (h) 

Cleaning bath U 3 7 

(50 kHz,I50 W) 

Control U 4 9 

Cleaning bath S 0.75 5 

Control S 2.5 7 

Probeb U 1 3.5 

Control U 5 10 

"From Lindley (\992) with pennission. 

b A Sonies and Materials, Vibracell system. 500 W. 
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Figure 5.2. Particle size distribution of zeolite NaA. (A) mechanical stirring and (8) ultrasound. (From 
Lindley, 1992, with permission.) 

Platinum blacks prepared by reduction of aqueous solutions of platinum metal 
salts with formaldehyde have been shown to give up to a three-fold increase in 
activity in the decomposition of hydrogen peroxide and the oxidation of ethanol 
compared with blacks produced with mechanical stirring at 1Ooo rpm (Perkins, 
1990). In addition, platinum blacks produced in the presence of ultrasound have 
shown a 62% increase in surface area and a 98% increase in magnetic susceptibility. 
These differences were interpreted in terms of an increase in the amount of atomic 
phase present, which was shown to be more catalytically active than the crystalline 
metal. It is interesting that the most active platinum blacks were obtained at high 
frequency (3 MHz), whereas, as shown in Table 5.8, with palladium the highest 
activity was obtained at low frequency (20 kHz). In all cases the ultrasonic intensity 
was quite low. 

Further sonication of crystallized platinum blacks, however, led to a 38% reduc­
tion in surface area and a 50% increase in crystal size. These results clearly indicate 
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TABLE 5.S. Effects of Ultrasound on the Activity of Platinum and Palladium Blacks 
(the activity of blacks obtained nonultrasonically is 1.0t 

Ptblack Pd black 

Catalytic process 3 MHz 548kHz 20kHz 3 MHz 548 kHz 20kHz 

Decomposition of H20 2 2.6 1.75 1.35 1.0 2.0 3.2 
Oxidation of ethanol 1.4 0.84 0.74 .79 1.35 2.4 

"From Perkins (1990) with pennission. 

that the ultrasound is most effective during the crystallization process. This is 
probably due to an increase in the nucleation rate caused by the dispersion of 
crystallization centers throughout the medium. Similarly, sonication (25 kHz, 0.3 
W cm-2) during the precipitation of cobalt and nickel oxalates leads to a reduction 
in particle size, lower porosity, increased specific surface area, and increased bulk 
density. Chromium-molybdenum oxide catalysts precipitated in ultrasonic fields 
followed by calcination show enhanced activity in the oxidation of methanol 
compared with a catalyst prepared with mechanical stirring. 

The literature reports (Perkins, 1990) indicate that an application of ultrasound 
(90 kHz) during the precipitation of silica gel can lead to 18% reductions in surface 
area and 30% reductions in pore volume. Surprisingly, this gel showed increased 
activity in the decomposition of hydrogen peroxide. Electron microscopy of the gel 
revealed a large increase in the number of surface cracks, which are claimed to be 
the active centers for this reaction. Similar effects were reported for the decompo­
sition of hydrogen peroxide over a series of alumina-supported metal oxides (Table 

TABLE 5.9. Alumina-Supported Catalysts for H20 2 Decompositiona 

Rate constant at 
Catalyst E* (kca! mol-I) Log A Surface area (m2g- l ) 50·C (h- I g-I) 

AI2O) 220 

Cr20/AI20) 
Ultrasound 14.8 10.73 135 4.17 
Nanna! 13.3 9.5 108 3.37 

Mn°:lA12O) 
Ultrasound 7.0 5.85 120 13.0 
Nanna! 5.64 4.84 107 10.6 

Co2O/AI2O) 

Ultrasound 7.9 5.6 125 1.8 

Nanna! 7.0 4.94 105 1.6 

"From Perkins (1990) with pennission. 
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5.9). These results suggest that sonication produced both an increase in number and 
a change in the type of active sites. Cr20 3 gels precipitated in the presence of 
ultrasonic fields showed a 30% increase in activity for the decomposition of 
hydrogen peroxide. This increase in activity was attributed to an increase in both 
the specific surface area and the surface concentration of Cr(VI) species. An 
application of ultrasound during the preparation of calcium chromium hydrochlo­
ride gel catalyst resulted in a 30% more active catalyst toward the decomposition 
of ~02' Ultrasound increased the specific area of the catalyst and decreased the 
activation energy for peroxide decomposition. Nickel carbonate precipitated from 
a basic solution of nickel nitrate in the presence of ultrasound exhibited a 25% 
increase in activity toward peroxide decomposition and a 16% increase in surface 
area. Precipitation of calcium carbonate in an ultrasonic field also increased its 
activity by 30%. 

Amorphous Metals. Platinum metal (Pt, Pd, Rh) blacks prepared by reduction 
of aqueous solutions of soluble salts in the presence of low-intensity ultrasound 
have shown up to a 62% increase in surface area and increased activity for the 
decomposition of hydrogen peroxide compared with those prepared without ultra­
sound. 

Recently a novel method for the synthesis of amorphous iron has been described 
(Perkins, 1990). In this method, Fe(CO)s in decane is irradiated at O°C with 
high-intensity ultrasound (20 kHz, 100 W cm-2) for 3 h under argon. The amor­
phous iron produced by this method showed ten times greater activity in the 
catalysis of the Fischer-Tropsch conversion of carbon monoxide and hydrogen to 
low molecular weight hydrocarbons at the low reaction temperature of 200°C and 
> 30 time activity in the dehydrogenation of cyclohexane to benzene compared with 
5 JlIll crystalline iron powder. The production of amorphous iron was critically 
dependent on the solvent vapor pressure, the thermal conductivity of the dissolved 
gas, and the ratios of specific heats of the dissolved gas. 

Intercalation. Spectacular improvements in the rates of intercalation of guest 
molecules into layered inorganic solids have also been reported in the literature 
(Perkins, 1990; Lindley, 1992). The time for intercalation of n-hexylamine into TaS2 

has been reduced from 50 h under thermal conditions to 0.25 h under sonochemical 
conditions. The major sonochemical effect was a reduction in particle size of the 
host solid from 75 to 5 ~m. The copper-exchanged montmorillonite produced in 
the presence of ultrasound showed reduced particle size and increased activity for 
the decomposition of hydrogen peroxide. More work in this area is needed. 

Impregnation of Catalysts and Reagents on Supports. In recent years the use 
of catalysts and reagents impregnated on high surface area supports such as silica 
gel, kieselguhr, molecular sieves, alumina, and celite has been greatly increased. 
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The use of such systems has led to substantial rate and yield enhancements, and in 
several cases the combined use of ultrasound and supports has led to improvements 
in the reactivity of a number of inorganic reagents and catalysts for organic 
reactions. 

The use of ultrasound to facilitate the impregnation of reagents on supports has 
been investigated since 1964. Ranganathan et al. (1971) reported that sonication 
for 1 h of aqueous suspensions of various metal oxides (Cr20 3, Mn02, C020 3) and 
alumina prior to drying and calcination yielded catalysts with higher dispersity of 
metal oxide and higher activity in the decomposition of hydrogen peroxide. 
Similarly, reduction of aqueous ammonium hexachloroplatinate solution contain­
ing a suspension of silica gel in an ultrasonic field (440 kHz, 5 W cm-2) gave an 
80% increase in surface area of the metal compared with those prepared in a 
mechanically stirred vessel. 

S.3b. Effects ofUItrasound on Catalyst-Reagent Activation 

The extreme turbulence within liquids caused by cavitation has considerable 
effect on the surfaces of solid particles suspended within the liquid. These changes 
may arise as a result of bombardment of the surface of solvent microjets and shock 
waves, or as a result of high-energy interparticle collisions driven by cavitational 
forces. In some cases the interparticle collisions between metal particles are of 
sufficient energy to cause local melting and fusion of the colliding particles. In the 
case of hard metallic reagents and catalysts, such as copper and nickel powders, 
ultrasonic pretreatment causes removal of the passivating oxide coating on the 
surface (Lindley, 1992). The particle size for a copper powder was reduced from 
86 to 23 J..lm and its original rough surface became smooth after 1 h of sonication. 
This sonicated copper showed enhanced activity in the Ullmann coupling of 
activated aryl halides. Similarly, ordinary 5-J..lm nickel powder, which had a very 
low activity as a catalyst for alkene hydrogenation, became activated after sonica­
tion for 1 h in pentane. The rate of hydrogenation with the sonicated nickel is 
comparable to that of active forms of nickel such as Raney nickel. 

Scanning electron microscopy study indicates that sonication can make a marked 
change in surface morphology. A prolonged sonication increases agglomeration, 
which can decrease the reaction rate. The most striking effect of ultrasound on the 
activation process was revealed by auger electron spectroscopy. The initial nickel 
powder was coated in a thick oxide layer that extended to a depth of 250 A; however, 
after sonication for 1 h, most ofthe oxide layer was removed (Lindley, 1992). 

Insonation of Raney nickel has been shown to increase its activity in the catalysis 
of hydrogen/deuterium exchange in carbohydrates and glycosphingolides. Exten­
sive surface studies revealed that the acoustic field increases and develops catalytic 
sites, removes passivating impurities, and causes an elemental redistribution within 
the bulk catalysts. Insonation (20-500 kHz, 4-20 W cm-2) of a TiCl3 Ziegler-Natta 
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catalyst suspended in octane leads to a reduction in particle size from 15-40 1.1 to 
0.1-5 1.1. This catalyst gives rise to crystalline polymers with a more uniform 
molecular weight distribution than those obtained without ultrasonic treatment. 
Similar results are reported for other Ziegler-Natta catalysis. 

The activation of nonmetallic inorganic catalysts and reagents by ultrasound is 
well documented. The technique ranks alongside other methods of activation, such 
as phase-transfer catalysis and the use of high surface area supports. In many cases 
the combination of ultrasound and the other techniques gives enhanced results. For 
example, as shown later, the combination of phase-transfer catalysis and ultrasound 
has been successfully exploited in liquid-solid systems. The results shown in Table 
5.10 for the bromination of napthalene using CuBr2 on alumina illustrate the 
combined effects of ultrasound and high surface area supports. 

Modelfor the Ultrasonically Assisted Chemical Activation of Metal Surfaces. 
A model for the ultrasonic activation of metal surfaces is shown in Figure 5.3. This 
model is based on the premises that any metal surface (1) has an unreactive surface 
layer, (2) needs the creation of initiation sites for catalyst activation, and (3) will 
experience corrosion ofthe catalyst when the reagent is added. The rate of activation 
will depend on the last two items. 

Unreactive Surface Layer. A reasonable assumption is that oxide layers are gen­
erally present on unreactive metals used in organic synthesis. The surface may 

TABLE 5.10. Bromination of Napthalene Using CuBri AlP3 at 76°C in CCL/ 

Run Reagent preparation 

CuBr2 and AlP3 without prior 
mixing 

2 CuBr2/ AI2O{ 

3 As inrun2 

4 As in run 2 

5 Aqueous suspension of CuBr2 
and Al20 3 insonated for I h then 
as in run 2 

"From Lindley (1992) with pennission. 

bMinutes. 

Ultrasound 
irradiation 

No 

No 

Yes 

Yes' 

No 

'Yields calculated from gas-liquid chromatography data. 

dCalculated after a 2-h induction period. 

'In chlorobenzene 

100% % yieldC 

Relative conversion 
initial rate timeb I-Br 2-Br 

0.33d 55 

1.00 180 91 9 

1.40 100 89 11 

1.8 100 86 14 

1.8 60 87 13 
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Figure 5.3. Model for the ultrasonically assisted chemical activation of metal surfaces. (From Pugin 
and Turner, 1990, with permission.) 

already have a few initiation sites, that is, specific sites where the reaction can start. 
These may be cracks in the unreactive layer and dislocations on the metallic surface. 

Creation of Initiation Sites. Initiation sites may be created by cavitation near the 
surface or by interparticle collision or friction. These processes can cause localized 
erosion and plastic deformation. Sonochemistry and tribochemistry both follow 
very similar phenomena. While instantaneous high temperatures and sonolumines­
cence are associated with imploding cavity bubbles, local heating of the solid and 
luminescence have been identified in tribochemical processes. The reaction with a 
small amount of iodine indicates that ultrasonic pretreatment indeed creates active 
sites where the iodine is quickly consumed. However, with a larger amount of 
iodine, the rate of reaction that leads to corrosion and activation of the metallic 
surface seems to be rate determining and considerably accelerated by ultrasound. 

An SEM study indicates that in the first stage of the reaction, initiation is 
characterized by the formation of isolated corrosion pits. The initiation occurs 
readily at dislocations that can be produced mechanically. The number of initiation 
sites is not changed by chemical activation. Thus, initiation appears to occur at sites 
that are determined by the surface structure of the metal rather than by the nature 
of the initiating reagent. As the reaction proceeds, the pits grow in size until they 
overlap and lose their individual identity. If the rate of formation of pits is large 
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compared with their subsequent growth, that is, the rate of reaction of the reagent 
with the metal, then a large number of small pits can be observed. If however, a 
reaction is carried out with the same amounts of reagents and the rate of formation 
of pits is small compared with their subsequent growth, then a few large pits are 
expected. 

The results of Pugin and Turner (1990) clearly show that approximately four 
times the number of pits were produced on manganese samples that were corroded 
in the presence of ultrasound generated with an ultrasonic cleaner or with a hom, 
than on a sample that was reacted with stirring without ultrasonic pretreatment. 
Also, the size of most pits generated in the ultrasonic reactions was less than 1 nm, 
while those from the stirred reaction were significantly larger and ranged between 
2 and 4 nm. These findings can be discussed using the model shown in Figure 5.4. 
Numerous small pits found in the sonicated reaction suggest that the rate of 
formation of initiation sites is fast compared with the rate of corrosion. Since the 
ultrasonic reaction is much faster than the stirred reaction and generates more 
initiation pits, it can be concluded that low-intensity as well as high-intensity 
ultrasound creates initiation sites at a higher rate. 

Ultrasonic pretreatment of manganese in the absence of reagent followed by 
reaction with stirring .yields samples with about three times the number of pits than 
those in samples that were produced just with stirring. The size distribution of the 
pits lies somewhere between those observed in acoustic and in mechanically stirred 
reactions. These results clearly demonstrate that low- as well as high-power 
ultrasound can create initiation sites in the absence of a controlling agent. 

nteol ..... daII nee 01 radiaII 
01 pits (CGI'IWiaa) 

8·- IIow ~ 

8·- lIow rue -0 
Figure 5.4. Illustration of two limiting types of pitting. (From Pugin and Turner, 1990, with permission.) 
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Corrosion. When a reagent is added to a metal, the reaction starts, solid reagent 
is consumed, that is, corrosion takes place, and the area of the activated surface 
grows. The initial rate of this reaction correlates to the number of initiation sites. 
The corrosion takes place underneath the unreactive surface layer. In a stirred 
reactor, this may cause severe mass transfer problems to occur because the unre­
acted surface layer remains intact. Ultrasound can accelerate the process of corro­
sion by accelerating the rate of reaction and also by breaking away particles of the 
unreactive surface layer that were undetermined by previous chemical corrosion. 
The rate of the activation of a metal surface depends not only on the number of 
initiation sites but also on the rate at which the reagent reacts with the metal. In this 
reaction, solid reagent is consumed, that is, corrosion occurs, which results in a 
larger area of activated surface. 

S.3e. Catalyst Induction Period 

There is no official definition of the term "induction period" (Figure 5.5). It has 
been described as "the time interval between initiation and actual reaction" or "time 
of acceleration of a chemical reaction from zero to a maximum rate." 

Very little is known about the effects of pretreatment of metals with low-intensity 
ultrasound generated in ultrasonic cleaners. It was shown (Pugin and Turner, 1990) 

Conversion 

Induction period 

Duration, dcpcndcnt on: 

Oncoinc radion 

Rate, dependent on: 
_ 0' lCIi¥ud __ 

............. -.--
Figure 5.5. lYpical course of a reaction with an elemental metal. (From Pugin and Turner. 1990. with 
permission.) 
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that the presonication of magnesium turnings in an ultrasonic cleaner did not reduce 
the induction period observed in the formation of a Grignard agent. 

The literature indicates that the most dramatic effects on induction periods are 
observed with highly reactive reagent-metal combinations. Ultrasound leads to 
shorter and more reproducible induction periods. The mechanisms proposed are the 
creation of new initiation sites (through cavitation or interparticle collision) and the 
increase of the rate of corrosion (by microstirring and the removal of an unreactive 
surface layer). The results suggest that in most cases it is corrosion that is rate 
limiting, rather than the availability of the initiation sites. As a method of activation, 
ultrasound has many advantages, including (1) chemical activation or special 
preparation of the metal for its activation becomes unnecessary in many cases, (2) 
less absolute conditions may be used, and (3) side reactions can be reduced by 
activation at lower temperatures. 

In large-scale industrial applications, exothermic reactions with long and unpre­
dictable induction periods are difficult to control, especially when excessive 
amounts of reagents or high temperatures are used to initiate the reaction. The 
advantages of ultrasound as described above may be applicable to such-large scale 
reactions because significant effects are apparent even with very low ultrasonic 
intensities. A cyclopropanation reaction using zinc metal has been successfully 
performed with ultrasound on a medium scale. It is also possible that with the 
application of ultrasound, less hazardous continuous reactors rather than batch 
reactors may be developed. 

S.3d. Reactions with Continuous Ultrasound 

There are a large number of reports on the sonochemical enhancement of 
reactions involving catalysts and reagents where ultrasound has been used continu­
ously. The continuous application of ultrasound during catalysis is claimed to give 
improvements in mass transport, the rate of production and renewal of active sites, 
and the desorption of products and poisons from the catalyst surface. It is not 
evident, however, that the ultrasonic conditions have been optimized, since in some 
cases presonication of the catalyst or reagent is just as effective as continuous 
sonication. In several cases, prolonged periods of sonication may lead to agglom­
eration and loss of active surface. Continuous ultrasound is of benefit in those 
situations where the reaction products form an insoluble coating on the solid 
catalyst or reagent and when the interphase mass transport is important. In liquid­
liquid systems, continuous ultrasound is often necessary to produce emulsions, thus 
increasing the interfacial surface area. 

There have been several reports of the sonochemical enhancement of reactions 
of aromatic aldehydes such as the Cannizzaro, Michael additional, Claisen­
Schmidt, and Wittig-Homer reactions catalyzed by a solid barium hydroxide 
catalyst prepared by calcination of commercial Ba(OHh8H20. In a mechanistic 
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study of the Wittig-Homer reaction (Perkins, 1990; Lindley, 1992), the active 
catalytic sites were identified by selective site poisoning of the unhindered strong 
base centers. Infrared studies indicate that in the thermal Wittig-Homer reaction, 
the aldehyde substrate is adsorbed, whereas under sonochemical conditions it is 
not. Small amounts of water have a dramatic effect on yields in both the thermal 
and sonochemical reactions; this is considered to be related to the stabilization of 
the crystalline lattice. By contrast, the sonochemical Cannizzaro reaction is found 
to occur at reducing sites on the barium hydroxide catalyst. 

There are numerous reports of the use of ultrasound during hydrogenations over 
a variety of catalysts. For example, hydrogenation of acrylic acid over platinum 
black at 25°C proceeds with a three-fold increase in rate at low-power ultrasonic 
fields (400 kHz, 5 W cm-2) compared with stirring at 1000 rpm. Up to tOO-fold 
increase in the rate of hydrogenation of soya bean oil with copper chromite or Nysel 
catalysts are reported using ultrasound in a flow reactor. There are a number of 
ultrasonically enhanced hydrogenations using in situ-generated hydrogen from 
compounds such as formic acid (Pd/C catalyst), hydrazine (Pd/C catalyst), and 
water (ZnlNi catalyst). Although the gas phase is chemically inert in these reactions, 
it plays a vital role in the cavitation process, which leads to activation of the catalyst 
and to the generation of hydrogen radicals that are believed to be important in these 
reactions. Substantial improvements are observed for the Pd/C-catalyzed hydrosi­
lationof alkenes in the presence of low-intensity ultrasound, which enables the 
reactions to occur at 30°C; this is the lowest temperature ever reported for such 
Pd/C-catalyzed hydrosilations. 

The effects of ultrasound on reactive surface area and corrosion patterns were 
discussed earlier. The literature shows that in reactions with manganese or lithium, 
the use of ultrasound may lead to different corrosion patterns. This may result in a 
different surface area of the metal. Temperature changes induced on solids in an 
ultrasonic field have been investigated, and experimental results and theoretical 
considerations show that they do not exceed a few degrees Celsius. Kinetically 
controlled reactions would thus be unaffected by ultrasound unless the latter affects 
the surface area or character of the catalyst. Improved mass transport seems to be 
the most probable explanation for the ultrasonic acceleration by a factor of 2 to 4 
of the reaction of cyclopentyl bromide with magnesium. With more viscous 
solvents, where mass transport problems become more pronounced, even larger 
ultrasonic effects would be expected. 

S.3e. Effects of Ultrasound on Catalyst Regeneration 

The ability of ultrasound to clean surfaces has been exploited in the area of 
catalyst regeneration. Thus a brass catalyst used in the production of acetone from 
isopropanol is regenerated to 83% of its original activity by insonation (18-22 kHz, 
6-20 W cm -2) in a bath containing a solution of sulfuric acid, nitric acid, and sodium 



GAS-UQUID-SOLID CAVITATION CHEMISTRY 179 

dichromate. Nonultrasonic treatment leads to only 63% regeneration. Insonation is 
reported to completely restore the surface area, porosity, and activity of a palladium 
alumina catalyst used for the removal of nitrogen oxides from waste gases. A 
nickel-molybdenum hydrocarbon cracking catalyst is regenerated by oxidation in 
air followed by insonation in low-viscosity oil. Similarly, a Ti02-V 205 catalyst for 
denitrification of flue gases is reactivated by insonation in water. 

5.4. CASE STUOmS 

5.4a. Cavitation Effect on Heterogeneous Catalytic Oxidation 

Cyclohexane Oxidation in the Presence of Catalysts that Had Undergone 
Preliminary Ultrasonic Treatment. When chromium, lead, and copper oxides, 
plus a mixed cobalt oxide, were preliminarily subjected 19 ultrasonic radiation (in 
cyclohexane) for periods of 5, 10, 15, and 20 min, a substantial increase in the 
subsequent oxidation reaction rate was recorded. However, the existence of ultra­
sound during the reaction decreased the rate of oxidation by a factor of 1.5-2.1, 
depending on the catalyst. This decrease in the reaction rate when using these 
pretreated catalysts may be explained by the fact that when chromium, lead, and 
copper oxides, plus the mixed cobalt oxide, are under continuous influence of the 
ultrasonic field during the reaction, an activated catalyst intensifies the mass­
exchange processes of the reactants, labile particles, and products of the reactions 
that occur on the catalyst surface, in a manner such that the net effect is to reduce 
the rate of the oxidation reaction. Similar results were also obtained for the reaction 
S + N~S03 ~ N~S203. 

Figure 5.6 shows the dependence of the cyclohexane oxidation rate on the period 
of ultrasonic irradiation of a C030 4 catalyst measured at 413 K. For this catalyst, 
the reaction rate reaches a maximum value after an initial sonication time of 5 min; 
with prolonged treatment for periods of 10, 15, and 20 min, the rate decreases 
slightly to finally reach a constant value. While similar results were obtained for 
the oxides of chromium, lead, and copper, the oxidation rates in these cases did not 
show maxima with respect to the preliminary treatment time. 

Measurement of the specific surface areas of the catalysts, after initial sonication 
treatment, showed that with an increase in irradiation time, their specific surface 
areas decreased by 4-7%, depending on the nature of the oxide used. The decrease 
in specific surface area with increasing exposure to ultrasound appears to be 
connected to the relative change in the number of micro- and macropores on the 
surface of the catalyst particles. Despite the fact that an increase in initial sonication 
time results in a greater number of active centers on the catalytic surface, the 
reduction in specific surface areas is caused by the coagulation of the catalyst 
particles. The insensitivity of the cyclohexane oxidation may be due to "trapping" 
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Figure 5.6. The dependence of the rate of the catalytic oxidation of cyclohexane on the period of 
preliminary ultrasound treatment of the mixed-oxide catalyst C0304, showing the effect of the gaseous 
atmosphere that was used: I, treatment in an oxygen atmosphere; 2, treatment in an argon atmosphere. 
T= 413 K, P = 106 Pa. (From Mokry and Starchevsky, 1993, with permission.) 

of the substrate within the deeper micropores of the catalyst, which leads to a partial 
high-temperature carbonization reaction of the organic species during the reaction. 

The nature of the gaseous atmosphere has a great influence on the resultant 
activity of a catalyst that has been previously exposed to ultrasound. In particular, 
after pretreatment in an oxygen atmosphere of the mixed cobalt oxide, C030 4, in 
cyclohexane, the rate of the subsequent catalytic oxidation process was 1.2-1.4 
times greater than that determined for the system in which the catalyst had been 
treated in the presence of argon (Figure 5.6). This increase in catalytic activity of 
the oxide may be partially explained by an initial saturation of the surface layers 
that are in contact with the oxygen. Another important parameter in this pretreat­
ment process is the reaction temperature. Figure 5.7 shows the relationship between 
the rate of cyclohexane oxidation and the pretreatment time of the C030 4 catalyst 
at temperatures of 413 and 303 K. This reduction in temperature led to a decrease 
in the reaction rate by a factor of 1.7-1.9. 

Role of Ultrasound During Heterogeneous Chemical Oxidation. One of the 
reasons for the limited application of heterogeneous catalysts in liquid-phase 
oxidations of organic compounds is their low activity compared with homogeneous 
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Figure 5.7. The dependence of the concentration of products of the catalytic oxidation of cyclohexane 
on the period of preliminary ultrasound treatment of the mixed-oxide catalyst, C0304, showing the effect 
of the pretreatment temperature: I, sonication at 413 K; 2, sonication at 303 K. (From Mokry and 
Starchevsky, 1993, with permission.) 

catalysts. Thus, for example, the maximum rate of cyclohexane oxidation at 413 K 
in the presence of a catalyst such as C030 4, is 3 X 10-5 moV(dm3·s), which is only 
1.5-2 times greater than the auto-oxidation rate, while in the presence ofCoNf2 the 
rate is 1.4 x 10-4 moV(dm3·s). The activity ofthe catalysts decreases according to 

the following sequence: C0304>Cr203>Pb02>CuO. 
As shown in Figure 5.8, for a C030 4 catalyst in the presence of an ultrasonic field, 

the cyclohexane oxidation rate increased by some 8-11 times. Similar results were 
obtained for other catalysts. A comparison of the oxidation rate for a C030 4 catalyst 
in the presence of an ultrasonic field versus the performance of the same catalyst 
that had been preliminarily subjected to ultrasound is given in Figure 5.9. These 
results indicate superior performance of the catalyst in the presence of an ultrasonic 
field. Similar results were obtained for other catalysts. The results indicate that in 
addition to an increase in the reaction rate, the composition of the reaction mixture 
in all cases also changes: in the presence of C030 4 and Pb02 the quantity of 
cyclohexanol in the oxidate mixture increases, while the use of Cr20 3 leads to an 
increase in the amount of cyclohexane, and for an acoustic-chemical reaction 
catalyzed by CuO, increased amounts of acid products are obtained. The hydro­
peroxide concentration in all of these cases is reduced by a factor of 1.5-2.0. The 
same sequence of activity for the various catalysts, as described above, is main­
tained when ultrasound is applied to the system. 
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Figure 5.8. Increase in the concentration of reaction products from the oxidation of cyc1ohexane, as a 
function of time, when carried out in the presence of C0304 catalyst for both sonicated (curve 1) and 
nonsonicated (curve 2) samples. All measurements were carried out at 413 K at a pressure of 106 Pa, 
using catalyst concentrations of 0.027 molldm3. (From Mokry and Starchevsky, 1993, with permission.) 

The surface area of these catalysts decreased between 4 and 7% with ultrasonic 
irradiation. However, the catalysts that were used retained their high catalytic 
activity for successive experiments in the absence of an ultrasonic field. The most 
active, i.e., C030 4, preserved its activity even after 6 months of prolonged storage 
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Figure 5.9. Increase in the concentration of reaction products from the oxidation of cyc1ohexane, as a 
function of time, carried out using a C0304 catalyst. Experiments were carried out in the presence of an 
ultrasonic field (curve I), and using oxides that had been preliminarily SUbjected to ultrasound (curve 
2). All measurements were carried out at 413 K at a pressure of 106 Pa, using catalyst concentrations of 
0.027 molldm3. (From Mokry and Starchevsky, 1993, with permission.) 
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remote from the reaction area. Consequently, as a result of the effect of ultrasound, 
significant changes appear to take place in the bulk structure of the catalysts. 

Hydroperoxide decomposition is one of the most important stages of the overall 
cyclohexane oxidation process. The overall hydroperoxide decomposition con­
stant, kp' for a sonicated system is approximately 1.5-2.0 times greater than that 
found in a nonsonicated system: i.e., the resulting hydroperoxide concentration in 
the oxidate mixture obtained after heterogeneous catalytic oxidation with the 
application of ultrasound is 1.5-2.5 times lower than that found in the correspond­
ing nonsonicated system. Values of the various kinetic constants of the heterogene­
ous catalytic decomposition process of cyclohexyl hydroperoxide obtained under 
various experimental conditions are given in Table 5.11. 

In summary, therefore, the beneficial influence of ultrasonic cavitation on liquid­
phase, heterogeneous-catalytic, cyclohexane oxidation processes is closely con­
nected with the formation of additional centers of activity on the catalyst surface; 
these participate in the initiation and the degenerated chain-branching stages of the 
oxidation reaction. 

S.4b. Cavitation Effect on Liquid-Solid Phase-Transfer Reactions 

Sonications can have some direct effect on the phase-transfer catalyst. In the case 
of liquid-solid phase-transfer reactions, ultrasound can help the rate by preventing 

TABLE S.11. Values of Kinetic Constants of the Heterogeneous Catalytic 
Decomposition Process of Cyclohexyl Hydroperoxide, Obtained 

under Various Experimental ConditionsD 

T(K) k(s-l) K(dm3/mol) kp(=k K)b Experimental conditions(dm3/mol s) 

348 0.32 53.1 17.0 No ultrasonic field 

333 0.26 60.1 15.6 

348 0.51 56.4 28.8 Ultrasonic field, 22 kHz 

333 0.43 62.1 26.7 

348 0.48 61.2 29.4 Catalyst subjected to ultrasonic field (freq. 
22 kHz) for 5 min 

333 0.37 66.7 24.7 

348 0.49 54.8 26.9 Ultrasound field of 44 kHz 

333 0.41 63.2 25.9 
348 0.47 61.8 29.04 Catalyst subjected to ultrasonic field (freq. 

44 kHz) for 5 min 

333 0.34 67.1 22.8 

"From Lindley (1992) with pennission. 
bk,. includes the concentration of the catalysL 
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solid agglomeration or by increasing surface area by disintegration of solids. Rate 
enhancements have been reported in several solid-liquid heterogeneous substitu­
tions involving the use of PTe. In several instances the use of ultrasound has 
enabled less expensive PTC reagents to be used. For example, the efficiency of 
N-alkylation of amines with alkyl halides in toluene in the presence of solid KOH 
using the inexpensive and nontoxic PEG methyl ether as PTC is markedly increased 
with ultrasound. With benzyl and phenyl groups of amines and halides, the yield is 
98% in 1 h at 25-50°C under sonication, compared with only 70% after 48 h in the 
absence of sonication. In the absence of PTC, however, there was no reaction under 
sonication. This result emphasizes that the increase in reactivity is not simply a 
matter of increasing interfacial contact area. In the case of auto-oxidation of 
4-nitrotoluene in the presence of O2 using KOH and PEG 400 as PTC, sonication 
not only reduces reaction time but also affects the selectivity of such reactions. 

Ratoarinoro et al. (1995) examined the effects of ultrasound emitter type and 
power in a Michael reaction: the addition of ethyl malonate to chalcone in toluene 
under solid-liquid phase-transfer conditions. The reaction was catalyzed by solid 
potassium hydroxide (KOH) in association with trimethylbenzyl ammonium chlo­
ride (TMBA) as a phase-transfer catalyst with toluene as a solvent; only KOH and 
TMBA were in the solid suspended phase. All the experiments by Ratoarinoro et 
at. (1995) were performed at 20 KHz ultrasound frequency and ambient conditions. 
The particle size of KOH decreased rapidly, whatever the initial particle size, and 
then decreased more slowly for longer sonication times. After 15 min the mean 
particle size was 15-20 !lm, independent of an initial size up to 240 !lm. Sonication 
thus clearly increased the solid surface area of the catalyst. This resulted in a 
dramatic increase in the reaction rate: an equilibrium yield was obtained in 2 min, 
while it required 1 h with mechanical stirring. A minimum power input correspond­
ing to the cavitation threshold was required. However, since the reaction was over 
in 2 min, there was probably only little advantage in increasing the power beyond 
this minimum value. At a smaller power per unit volume of reactor, the cleansing 
bath was least effective; both cup and horn and horn systems for the acoustic input 
were equally effective. Since the mechanism of the reaction exclusively involves 
ionic species, it is likely that the observed effects resulted from the physical 
phenomena. 

Contamine et al. (personal communication) showed that when the Michael 
addition reaction was carried out with a TMBA phase-transfer catalyst, ultrasound 
improved the reaction rate by a factor of 15 compared with a classical mechanical 
stirrer, but the same magnitude of improvement was achieved by an Ultraturrax 
(very fast mechanical stirrer). On the other hand, as shown in Figure 5.10, in the 
absence of any phase-transfer agent, ultrasound significantly enhanced the reaction 
rate at all operating conditions, whereas an Ultraturrax at the same power was much 
less efficient, and there was almost no reaction with conventional mechanical 
stirring. 
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Figure S.10. Michael addition (system 2): chemical yield versus time, without phase-transfer catalyst, 
under different stirring conditions: mechanical stirring (26 nl/s), ultraturrax (1570 nl/s), and ultrasound 
(power inputs: 2-200 W). (From Contamina et at., personal communication.) 

Hagenson et al. (1994) evaluated the role of ultrasound on the synthesis of benzyl 
sulfide from benzyl chloride and sodium sulfide in a suitable organic solvent. They 
showed that ultrasound was very effective in enhancing the reaction rate in a variety 
of operating conditions. All ultrasound experiments were carried out at 20 kHz and 
an intensity of 150 W/cm2. Sekhar (personal communication) examined the solid­
liquid reaction between sulfur and sodium sulfite, forming thiosulfate. Shankar 
(1988) and Starks and Liotta (1978) demonstrated that the rate of this reaction can 
be significantly enhanced with the use of a phase-transfer catalyst. Sekhar (personal 
communication) showed that the predispersion of the solid sulfur and sonication of 
the reaction mixture enhanced the rate of reaction significantly compared with that 
in the presence of stirring alone. The results were obtained at various catalyst and 
reactant concentrations. A typical effect of sonication on the rate for PTe reaction 
is shown in Figure 5.1l. 

The above examples indicate that ultrasound can aid in many liquid-solid 
phase-transfer reactions for the transformation of a variety of organic compounds. 
More work in this area needs to be carried out. 

S.4c. Cavitation Effect on Gas-Liquid-Solid Biological Reactions 

Biological organisms are often the only sources for certain industrially important 
products that are used as biological catalysts, pharmaceutical drugs and adjuvants, 
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Figure 5.11. Effect of PrC loading on the final rate of reaction. _ with sonication. (From Sekhar, 
personal communication.) 

food sources and additives, and diagnostic reagents. Bioprocessing involves the 
conversion of a raw material substrate into a product using microbial fermentation 
of enzymes. It is also concerned with the recovery of by-products, their separation 
from the fermentation broth, and their purification. The use of biological systems 
for effecting organic transformations has attracted a great deal of interest over the 
past few years. Many organic pollutants from water can be treated by an enzyme 
catalyst. A number of organic transformations such as those listed in Table 5.12 
indicate that ultrasound enhances the rate of many enzyme-catalyzed reactions. 

TABLE 5.12. Examples of Enzyme-Catalyzed Organic Transformation Improvement by 
Acoustic Cavitationa 

Increased activity by 200% at 5 kW/m2 acoustic intensity for a-amylase and glucoamylase on 
porous polystyrene and a-chymotrypsin on agarose; probably caused by improved mass transfer 
processes. 

Improved breakdown of yeast cell wall as in the production of the methyl ester of ganoderic acid via 
cyclization of squalene; maximum conversion efficiency at O·C, 2 h; acoustic treatment at 40 W Icm2 

intensity. 

Increased conversion of 2,3-oxidosqualene lanosterol by more than twofold using baker's yeast 
(Saccharomyces cerevisiae) as a source of sterol cyclase. 

"Data taken from Mason (1991) and Mason and Lorimer (1988). 
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Cell disruption is a necessary step for the release of intracellular products that 
are not secreted by the cells. When the intracellular components to be released are 
of a delicate nature, the disruption procedure must be capable of fine control to 
maintain a balance between efficient disruption and product integrity and activity 
(Hetherington et al., 1991). Cell disruption is generally carried out immediately 
after the fermentation step and hence controls all further downstream processing. 
It is the unit operation in which the maximum product loss occurs both by virtue 
of a low percentage recovery and by deactivation. While the most commonly used 
equipment is the high-pressure homogenizer (HPH) and the bead mill, in general, 
the equipment used should be selected mainly on the basis of the type of cells to be 
lysed and the specifications of the final product. 

A key factor in economic production of industrially important microbial compo­
nents is an efficient large-scale cell disruption process. As mentioned earlier, for 
the large-scale disruption of micro-organisms, mechanical disintegrators such as 
high-speed agitator bead mills (Limon-Lason et al. 1979), high-pressure industrial 
homogenizers (Edebo, 1960), or high-intensity ultrasonic generators (Hughes et 
al., 1971) are often employed, although with these equipment, disruption is a 
high-cost, energy-intensive unit operation. The typical energy efficiencies of the 
current methods are in the range 5-10%; 90-95% of the dissipated energy is lost 
in the form of the heat. An energy-efficient cell disruption can be carried out by 
hydrodynamic as well as acoustic cavitations. Save et al. (1994,1997) showed that 
proteins released during acoustic and hydrodynamic cavitations are similar. Fur­
thermore, during hydrodynamic cavitation more protein is released with a larger 
discharge pressure. A typical comparison of probe and bath acoustic systems for an 
enzymatic reaction is given by Mason (1990b). 

Saksera and Nyborg (1970), Sakai et. al. (1977), and Sarkari et al. (personal 
communication) also compared the performance of hydrodynamic cavitation with 
that of ultrasonication to achieve an efficient cell disruption. They examined the 
effects of both hydrodynamic and acoustic cavitations on cell lysis using baker's 
yeast as microbial biomass. Baker's yeast is commercially produced from a strain 
of Saccharomyces cerevisiae. The experimental measurements were carried out for 
various concentrations of yeast and various conditions for hydrodynamic and 
acoustic cavitations. 

The results of these studies indicate that there is an optimum discharge pressure 
for each setup that uses pressure as means of disrupting cells. This optimum 
discharge pressure is very high in the case of the high-pressure homogenizer. Thus 
even though 100% lysis can be obtained in a high-pressure homogenizer for a 
concentration of 0.1 % of yeast suspension compared with a hydrodynamic cavita­
tion setup, the pressure required is very high. Also, in the case of hydrodynamic 
cavitation, an operation at high pressures decreases the extent of lysis. Thus, in 
order to get maximum lysis, one should operate the equipment at its optimum 
pressure. An increase in the time of exposure to lysis increases the release of protein 
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in all cases except that of the high-pressure homogenizer, in which material 
subjected to too many passes does not increase the amount of protein released, but 
only produces more fines. 

In the case of acoustic cavitation, a study by Sarkari et. al. (1999) found that the 
nature of the equipment chosen has a major impact on the extent of cell disruption. 
Thus, in order to get a maximum protein release, one should use the ultrasound bath 
directly. Since proteins are affected by high temperatures, it is important to control 
the bulk temperature during cavitation. This can be done in hydrodynamic cavita­
tion by injecting cooling water in the cavitation chamber. In the case of an ultrasonic 
bath, the direct introduction of ice is not possible and hence the experiment must 
be frequently stopped to prevent overheating of the suspension. 

In order to obtain maximum lysis, it is necessary to work with an optimum 
concentration of yeast suspension; in the case of all cell disruption units this can be 
considered to be 1 %. Cavitational activity was definitely involved in the lysis of 
yeast cells. In terms of protein released per unit power consumed, it can be 
concluded that a hydrodynamic cavitation setup is more efficient than a high­
pressure homogenizer. The study by Sarkari et al. (1999) concluded that hydrody­
namic cavitation can be used on a large scale for the disruption of yeast cells at an 
optimum concentration of 1 %, with efficient temperature control in order to 
preserve the activity of the desired protein and recover products of commercial 
interest from a very valuable source yeast. 

S.4d. Cavitation Effect on Photo-oxidation Reactions 

Complete mineralization of organics upon UV irradiation of aqueous organics in 
the presence of Ti02 has been reported for aliphates and aromatics such as 
polychlorinated biphenyls and dioxins. Photodegradation (with or without Ti02) 

may provide a safe and efficient means to destroy a variety of organic pollutants in 
groundwater and process water. Power ultrasound can aid this efficient process. 

Johnston and Hocking (1993) reported ultrasonically accelerated photocatalytic 
conversions of pentrachlorophenol, 3-chlorobiphenyl, 2,4-dichlorophenol, and 4-
chlorophenol. Some typical results illustrating the rate enhancements by high­
intensity (>10 W cm2) 20 kHz frequency ultrasound at 35°C bulk temperature for 
2,4-dichlorophenol and 3-chlorobiphenyl are given in Figures 5.12 and 5.13, 
respectively. The authors postulated the following reasons for the reaction rate 
enhancement: 

• Cavitation causes a localized increase in temperature and pressure. 
• Microstreaming cleans or sweeps the Ti02 surface, allowing more active sites. 
• There is an increase in mass transport of reactants and products. 
• There is an increase in surface area due to fragmentation or pitting of the Ti02 

powder. 
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Figure 5.12. 2,4-Dichlorophenyl degradation with lower catalyst concentration, as measured by UV 
spectral analysis (510 nm). (From A. 1. Johnson and P. Hocking, "Ultrasonically accelerated photocata­
lytic waste treatment," in Emerging Technologies in Hazardous Waste Management Ill, pp. 106-118, 
D. W. Tedder and F. Pohland, eds., Copyright © 1993, American Chemical Society. Reproduced with 
permission.) 

• Bulk cavitation induced reactions between radical intermediates and organic 
compounds. 

• There are direct reactions between organic substances and photogenerated 
surface holes and electrons. 

While these reasons apply in general to all similar ultrasonically assisted Ti02-

catalyzed photodegradation reactions, a further analysis of the data led the authors 
to conclude that the process of homogeneous cavitational collapse does not con­
tribute significantly to the enhanced degradation rates. Cavitation improves mixing, 
but on a macroscopic level it is only as effective as a high-speed stirrer. On a 
microscopic level, mass transport is improved because of microstreaming. If surface 
adsorption of the substrate is an important first step in reactions with hydroxyl 
radicals (adsorbed or free), then ultrasonic irradiation may aid this process and 
reaction as a result of cavitational collapse in proximity to the semiconductor 
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Figure 5.13. Degradation of 3-chlorobiphenyl as measured by choloride release. (From A. 1. 10hnson 
and P. Hocking, "Ultrasonically accelerated photocatalytic waste treatment," in Emerging Technologies 
in Hazardous Waste Management Ill, pp. 106-118, D. W. Tedder and F. Pohland, eds., Copyright © 
1993, American Chemical Society. Reproduced with permission.) 

particle. This would generate local high temperatures and pressures for the enhance­
ment of reactions between the radical and substrate. Also, impingement of a jet 
solution at the particle may result in cleaning of the catalyst surface, allowing more 
effective adsorption and radical production as well as improved transport rates for 
reactants and products. The origin of the ultrasonically assisted rate enhancement 
appears to be mainly acoustic and/or cavitational effects at the semiconductor/so­
lution interface during UV irradiation. 

The results of this study indicate that more work on combined ultrasound and 
photo-oxidation-driven removal of organic pollutants from water should be pursued 
in the future. 

S.4e. Cavitation-Induced Microfusion 

Benson (1995) describes an interesting study carried out by Roger Stringham and 
Russ George of E-Quest Sciences, Inc. of Palo Alto, California, in which an 
ultrasonic cavitation "microfusion" device was created to melt palladium foil by 
delivering only 1 00 W of power in ultrasonic waves impinging on the foil under 
heavy water (D20). The ultrasonic waves create cavitation bubbles that drive a new 
type of nuclear reaction inside the metal. This vaporizes the foil material and 
appears to release energy that many observers believe to be obtained from nuclear 
reactions under the cold conditions. Moreover, underwater melting occurs within 
minutes of startup. It can be reproduced essentially every time with 100% repro­
ducibility. 
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In this process, palladium, titanium, or another metal target is immersed in heavy 
water and the target is bombarded with high-intensity sound waves (generally with 
a frequency of 20 kHz). These generate cavitation bubbles that collapse close to or 
on the palladium surface. Instead of collapsing and disappearing from the fluid, the 
bubbles actually collapse into the metal surface. Photomicrographs show that the 
bubbles form a funnel-shaped jet, which injects the contents of the bubble into the 
metal lattice. The advantage of the ultrasonic technique is that it is highly effective 
in rapidly packing deutrons into the lattice of metal atoms. A schematic of the 
E-Quest microfusion reactor is shown in Figure 5.14. A schematic of cavitation 
bubble formation and collapse in an acoustic system is given in Figure 5.15. Three 
features of bubble behavior are shown in the top part of this figure. 

TARGET FOIL 
FOIL SUPPORT 

REACTOR VESSEL 

TOP PLATE 

SEPARATOR PLATE 

---::-- ACOUSTIC ENERGY _ -

Figure 5.14. Schematic of E-Quest microfusion reactor. (From Benson, 1995, with permission.) 
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Figure 5.15. Schematic of cavitation bubble formation and collapse. (From Benson, 1995, with 
permission. ) 

1. The rate of change of bubble shell radius during one acoustic cycle is shown 
by the dotted line. 

2. The two different types of cavitation are shown in the top part of the figure: 
A stable cavitation system, which sometimes manifests itself as sonolumines­
cence, is a many-cycle event. A transient cavitation system, which forms the 
bubble jet, is a one-cycle event. 

3. The isothermal growth of the bubble by mass and radius (rectified diffusion) 
and its adiabatic collapse are shown by the increasing volume. 

The bottom part of Figure 5.15 shows a schematic of the bubble formation, growth, 
and collapse during microfusion. A detailed economic assessment for the large­
scale application of this process is under investigation. 
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6.1. INTRODUCTION 

In this chapter we describe various types of reactors for hydrodynamic, acoustic, 
and optical cavitation reaction processes. Laboratory as well as commercial reactors 
are examined. The purpose ofthese reactors can be one of the following: 

• to evaluate the feasibility of the cavitation process for a given chemical 
transformation 

• to examine either the intrinsic kinetics of the chemical conversion or the effect 
of various scaleup variables on the reactor performance 

• to evaluate the commercial viability of the cavitation conversion process 

The hydrodynamic cavitation reactor is perhaps simplest to design and operate. 
It is often used to demonstrate the feasibility of the cavitation conversion process 
under either laboratory or large-scale conditions. The optimization of the reactor 
can be carried out in a relatively straightforward manner. The reactor is, however, 
not particularly useful for examining the intrinsic kinetics of the cavitation conver­
sion process. Since hydrodynamic cavitation generates lower cavitation intensity, 
the reactor is generally part of a hybrid process (see Chapter 9) involving a 
hydrodynamic cavitation reactor and another advanced oxidation reactor. 

The acoustic cavitation reactor is very complex to design and scale up. It can be 
used to demonstrate the viability of a process at both the laboratory and commercial 
scale. With a very careful design, it can also be used to study the fundamental kinetic 
behavior of the acoustic cavitation conversion process. Numerous designs are 
available to handle a variety of reaction conditions for such a study. The reactor is, 
in general, very difficult to model and scale up. The availability of high intensity 
in the acoustic cavitation conversion process would allow this type of reactor to be 
operated as a standalone or with other advanced oxidation processes. 

193 
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The optical cavitation reactor is generally useful for a detailed and fundamental 
study of cavitation bubble dynamics or the kinetics of the cavitation conversion 
process. Since in this type of reactor single or mUltiple bubbles can be generated 
under a controlled environment, the reactor is a useful tool for fundamental studies. 
The reactor can also be used to evaluate the feasibility of a particular cavitation 
conversion process at a laboratory scale. It is, however, not very useful for a 
large-scale, commercial operation. In the following sections, we briefly examine 
various types of hydrodynamic, acoustic, and optical cavitation reactors. 

6.2. Hydrodynamic Cavitation Reactors 

In a flowing system, the liquid velocity varies locally and cavities can occur at 
the points of highest velocity and low pressure. In a hydrodynamic cavitation 
reactor, which mainly consists of a pump and an orifice downstream of its discharge, 
the cavities are generated by the reduction of pressure near the orifice. This 
phenomenon can be explained as follows: 

If the liquid is flowing through an orifice, the reduction in the cross-section of 
the flowing stream increases the velocity head at the expense of the pressure head. 
During the reexpansion of the flow, the fluid stream gets separated at the lower end 
of the orifice and eddies are generated. The creation and motion of the eddies cause 
a permanent pressure loss, and full pressure recovery does not take place. The static 
pressure at the vena contracta is lower than the bulk pressure downstream of the 
flow. However, as velocity is increased, the pressure at the vena contracta decreases 
further. At a particular velocity, the pressure may actually fall below the vapor 
pressure in the liquid, causing the generation of the cavities. 

A reactor using the above-described principle is shown in Figure 6.1. Here the 
cavitation number (see Chapter 1) can be altered by opening the valve partially or 
fully. Also, a bypass is provided to control the flow rate. The principal parameters 
that affect the fluid pumping cost are irreversible loss in pressure head and 
turbulence and friction loss. Because of its simple construction and operation, the 
design and maintenance of a hydrodynamic cavitation reactor is relatively easy. 
Also, since all the parameters affecting the performance of the reactors can be 
appropriately quantified, the opportunities for an immediate scaleup are high. 

Cavitating conditions and hence the outcome of cavitation can be easily manipu­
lated in this type of reactor. The knowledge of the effects of the geometrical and 
physical parameters such as discharge pressure, orifice-to-pipe diameter ratio, and 
the size of the pipe downstream of the orifice on bubble behavior have been well 
quantified. This allows manipulation of the pressure and temperature pulses to 
create a specific reaction or a physical effect. The reactor system shown in Figure 
6.1 can be operated at both high flow rates and high pressure. A schematic diagram 
of the cavitation nozzle is shown in Figure 6.2. 



CAVITATION REACTORS 195 

v, 
B 

Pump 

Figure 6.1. Setup for hydrodynamic cavitation. (From A. B. Pandit and V. S. Moholkar, "Harness 
cavitation to improve processing," Chern. Eng. Prog. (July 1996),57-67. Reproduced with permission 
of the American Institute of Chemical Engineers. Copyright © 1996 AIChE. All rights reserved.) 

One advantage of a hydrodynamic cavitation reactor is that it allows the external 
introduction of a gas or steam bubbles. Air or steam bubbles of required sizes can 
be introduced in the flow at a vena contracta downstream of the orifice and thus the 
pressure pulse amplitude can be manipulated. The cavitation is produced at the 
shear layer, and the liquid evaporated at the vena contracta downstream of the orifice 
is proportional to the area of this shear layer. This fact allows a designer to control 
the bubble population in the flow. By changing the shape of the orifice (making it 
triangular, hexagonal, etc.), the area of this shear layer can be varied (obviously it 
is lowest for a circular orifice) and hence the rate of vaporization and the bubble or 
cavity population can be controlled. 

Moholkar and Pandit (1997) reported a simulation of bubble and cavity behavior 
under the influence of turbulence. They showed that bubble behavior in hydrody­
namic cavitation under the influence of turbulence closely resembles that reported 
for acoustic cavitation. Bubble behavior similar to that observed in acoustic 
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Figure 6.2. Schematic diagram of cavitation nozzle (all numbers are in nun). 

cavitation can be obtained in a hydrodynamic cavitation reactor by simple modifi­
cations of the orifice. If a rotating valve is installed in place of a permanent orifice, 
the bubbles that are formed at the shear layer experience a sinusoidally varying 
pressure field rather than a linear one. Also, if two or three orifices are installed one 
after the other downstream of the pump, then the bubbles that are generated at the 
shear layer experience a highly fluctuating pressure field and the collapse is more 
violent, giving rise to large temperature and pressure pulses of magnitudes compa­
rable to those under acoustic cavitation. High-pressure hydrodynamic cavitation 
generally involves mUltiple orifices in series. For the reactions that require fixed 
catalyst beds (for example, tetralin preparation by hydrogenation of naphthalene), 
hydrodynamic cavitation can be achieved by throttling the reactant stream through 
the gaps between the orifice pellets, which act as orifices. In reactions where a slurry 
is to be handled (for example, nitrobenzene to aniline reduction by hydrogenation 
with a catalyst), slurry pumps can be used. However, the discharge pressures should 
be very high in such cases compared with the gas-liquid systems. 

In a hydrodynamic cavitation reactor, a large volume downstream of the orifice 
is affected by the cavitation as a result of the large bulk fluid motion. Pressure pulses 
produced by the oscillations are relatively small in size but are very large in number 
compared with those produced in acoustic cavitation reactors. Cavitation occurs at 
the shear layer in bulk and hence erosion problems are less severe. Cavitation is 
also uniform throughout the reactor owing to the high level of turbulence. Thus, 
reactions that require relatively milder conditions of temperature and pressure can 
be carried out efficiently in a hydrodynamic cavitation reactor. Energy input 
requirements per unit of reactant volume are low because of the higher volumes of 
reactants treated with it. Studies on the hydrolysis of fatty oils carried out by Joshi 
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and Pandit (1993) and on polymerization by Chivate and Pandit (1993) reveal that 
hydrodynamic cavitation can be far more energy efficient than acoustic cavitation. 
Save et al. (1994) also demonstrated that hydrodynamic cavitation is an order of 
magnitude more energy efficient than acoustic cavitation in the mechanical disrup­
tion of yeast cells for the extraction of intracellular proteins. 

In summary, better control over cavitating conditions and less geometric sensi­
tivity allows better reliability, predictability, and control of a hydrodynamic cavi­
tation reactor. However, this reactor also has some drawbacks, some of which can 
be stated as follows: 

• The pressure recovery downstream of the orifice in this reactor is very poor. 
The permanent pressure head loss is inversely proportional to the ratio of the 
orifice to the pipe diameter (typically pressure loss is about 73% of the pipe 
differential for an orifice-to-pipe diameter ratio of 0.5). Therefore, pumping 
costs for this reactor run very high, especially when a mixture of solid and 
liquid is handled. In order to produce high temperature and pressure pulses, 
the discharge pressure of the pump needs to be very high. 

• The magnitudes ofthe pressure pulses produced by oscillations ofthe bubbles 
(under a linear pressure recovery profile) are not very high. Specifically, only 
reactions occurring at up to 10-15 atm and temperatures up to 300°C can be 
conducted efficiently in such reactors, but the ones requiring high tempera­
tures and pressures would be difficult to process. Furthermore, the perform­
ance of a hydrodynamic cavitation reactor is quite low for viscous reacting 
mixtures. In such cases cavitation is difficult to produce and the cost of 
pumping viscous materials is very high, both of which affect the economy of 
the process. 

• The heating of the cavitating medium is relatively high in this type of reactor. 
Therefore, cushioning of the cavities reduces the cavitation intensity. 

6.2a. High-Pressure Homogenizer 

As indicated above, in hydrodynamic cavitation, bubbles are formed in the region 
of highest velocity and low pressures. These cavities then collapse in the region of 
high hydrostatic pressures as they travel with the liquid. Hydrodynamic cavitation 
is generally used in food and pharmaceutical industries for homogenizing purposes 
as well as for bacterial and yeast cell disruption studies. 

A high-pressure homogenizer that produces hydrodynamic cavitation can be an 
alternative to ultrasonic equipment. Recent studies by Prasad-Naidu et al. (1994) 
and Shirgaonkar and Pandit (1997) for KI oxidation carried out in a high-pressure 
homogenizer indicate the formation of 12 under some experimental conditions. The 
decomposition of KI to liberate iodine is a classic reaction for assessing the severity 
of cavitation. If significant cavitation and subsequent bubble collapse are occurring 
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in the system, then KI should decompose to liberate iodine. On the other hand, no 
iodine is liberated if the cavitation intensity is low. 

Shirgaonkar and Pandit (1996, 1997) examined this reaction system in the 
high-pressure homogenizer shown in Figure 6.3. Some typical results for iodine 
liberation, as measured by absorbance in a UV spectrophotometer, are given in 
Figure 6.4. The results shown in this figure indicate that the high-pressure homoge­
nizer at 5000 psi discharge pressures is indeed operating under high-intensity 
cavitation conditions. Below a 5000-psi discharge pressure, cavitation is negligible 
because very little iodine is liberated. It is interesting that yeast cell disruption rates 
also show an identical trend (Figure 6.5), i.e., not much disruption below a discharge 
pressure of 5000 psi, but considerable cell disruption (measured on the basis of 
protein absorbance) at 5000 psi. Figure 6.5 also indicates that a further increase in 
the pressure (i.e., to 7000 psi) reduces the amount of protein absorbance. 

The results described here indicate that severe cavitation conditions can be 
generated in a high-pressure homogenizer, which is basically a hydrodynamic 
cavitation device. It is well known that KI decomposes readily under acoustic 
cavitation. Thus, conditions similar to acoustic cavitation can be generated hydro­
dynamically. This study also suggests that one of the major causes for the disruption 
of yeast cells in a high-pressure homogenizer is the strong cavitation (Shirgaonkar 
and Pandit, 1996, 1997). The study also proves that cavity behavior in hydrody­
namic cavitation with strong turbulence will be very similar to that observed in 
acoustic cavitation. The cavity behavior changes from stable oscillating to transient 
with the inclusion of a turbulence pressure field in the hydrodynamic cavitation 
reactors. 

Some typical reactions that can be carried out in a hydrodynamic cavitation 
reactor are given in Table 6.1. A number of oxidation reactions described in 
Chapters 4 and 5 can also be carried out in a hydrodynamic cavitation reactor as 
long as temperature and pressure requirements are not excessively large. Various 
large-scale applications of hydrodynamic cavitation reactors are discussed in 
Chapter 9. 

6.3. ACOUSTIC CAVITATION REACTORS 

The steps generally followed in an acoustic cavitation reactor are shown in Table 
6.2. The design of the power ultrasound equipment and the reactor needs to be such 
that overall energy consumption is efficient. The acoustic cavitation reactor system 
thus involves the elements listed in this table. 

The technology for ultrasound generation is well developed (Mason, 1990b). An 
efficient design of transducers and horns is very important for overall success and 
cost effectiveness of the ultrasonic process. The nature of the reaction media can 
not only affect the life of transducers and horns but also determines the nature of 
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A) Overall set-up 

A=feed vessel 
B=piston pump 
C=nor return valve 
D= 1 s stage valve. spring load 
E=2 nd stage valve, spring load 
F=pressure gage 

B) Details of valves 
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Figure 6.3. High-pressure homogenizer setup. (From A. B. Pandit and V. S. Moholkar. "Harness 
cavitation to improve processing;' Chern. Eng. Prog. (July 1996),57-67. Reproduced with permission 
of the American Institute of Chemical Engineers. Copyright © 1996 AIChE. All rights reserved.) 

the cavitation field and the resulting cavitation chemistry. The most important steps 
for the efficiency of the sonochemical process are the conversion of electrical energy 
to acoustic energy and the conversion of acoustic energy to the generation of an 
effective cavitation field and contacting pattern for the chemical reaction. 

In this section we evaluate various types of acoustic cavitation reactors. The 
reactors contain two basic elements: transducers and horns and the reactor vessel 
itself, where cavitation and subsequent acoustic cavitation reactions occur. We 
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TABLE 6.1. Chemical Processes for Hydrodynamic Cavitation 

Description of process 

Hydrolosis of fatty acids such as Kerdi oil, etc. 

CycJohexane formation by hydrogenation of benzene. 

Tetralin preparation by hydrogenation of naphthalene. 

Hydrogenation of mesityl oxide followed by its reduction to 
MIBK and further reduction to 4 methyl pentane-2-0l. 

Sorbitol production by large-scale hydrogenation of 
D-glucose. 

Nitrobenzene to aniline reduction by hydrogenation with 
catalyst. 

Temperature 
(0C) 

250-300 

170-230 

400 

step(l) 30 

step(2) 50 

step(3) 150-200 

140 

300-475 

Pressure 
(atm) 

3-15 

25 

25-30 

I 
3 
10 

30-70 

5-15 
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evaluate both of these elements. Both laboratory and large-scale vessels as well as 
scaleup issues are briefly discussed. 

6.3a. Transducers and Horns 

A transducer is a device capable of converting one form of energy into another. 
Ultrasonic transducers are designed to convert either mechanical or electrical 
energy into high-frequency sound. There are three main types of transducers: gas 
driven, liquid driven, and electromechanical. 

TABLE 6.2. Steps for Energy Conversion in Acoustic Cavitation Chemistrya 

Power supply 
,J.. 

Ultrasound generator 
,J.. 

Transducers and horns 
,J.. 

Reaction media 
,J.. 

Cavitation field 
,J.. 

Contacting pattern 
,J.. 

Gross chemical effect 

"From Martin (1992) with permission. 
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The gas-driven transducers are simply whistles with high-frequency output. Dog 
whistles and sirens are two examples. These transducers can be used to break down 
foams, agglomerate fine dusts, and accelerate drying processes; however, they have 
no significant chemical applications because it is not possible to achieve a suffi­
ciently high intensity in airborne ultrasound by this method. Liquid-driven 
transducers (i.e., a liquid whistle) can be used to produce efficient homogenization. 
The majority of the chemical effects observed when using whistle-type transducers 
for the sonication of nonhomogeneous reactions can be attributed mainly to the 
generation of very fine emulsions rather than the ultrasonic irradiation itself. 

Two main types of electromechanical transducers are based on either piezoelec­
tri,? or magnetostrictive effects. The latter refers to changing in the dimension of a 
suitable ferromagnetic material (e.g., nickel or iron) by applying a magnetic field. 
A magnetostrictive transducer is usually in the form of a rod or bar acting as the 
magnetic core within a solenoid. The application of a varying current to the coil 
produces a variation in the dimensions of the bar. More recently, the nonmetallic 
ferrite materials (NiFe20 4, ZnFe20 4, and PbFe20 4) have become important because 
of their negligible eddy current losses. The advantage of this transducer is that a 
vastly greater driving force can be applied than with a piezoelectric device. The 
major disadvantage is that the useful frequency range is restricted to below 100 
kHz. Ceramics are also widely used in the new transducers. 

Transducers used in modern power ultrasonic systems are often based upon 
prestressed piezoelectric design. In the construction shown in Figure 6.6, a number 
of piezoelectric elements, normally two or four, are bolted between a pair of metal 
end masses. The piezo elements would be of polarized lead titanate zirconate 
composition, which exhibits high activity coupled with low loss and aging charac­
teristics. They are ideally suited to form the basis of an efficient and rugged 
transducer. Since ceramics have poor thermal capacity and low tensile strength, a 
number of their elements are clamped between two low acoustic impedance metal 
end masses; either titanium or aluminum is generally used for this purpose. The 
assembly would be designed so that the overall length is a half-wave at the required 
frequency of operation. 

As shown in Figure 6.6, in a typical transducer, two piezo elements are positioned 
near the point of maximum stress in a half-wave resonant assembly. The elements 
are arranged so that they are mechanically aiding and electrically opposing. The 
assembly is clamped together by means of a high tensile bolt. Transducers con­
structed in this way can have potential efficiencies of 98% and will handle power 
transfers on the order of 500-1000 W when employed in a continuous operation 
mode. Maximum peak-to-peak displacements at the transducer radiating face 
would be on the order of 15-20 J..I.m when operating at a frequency of 20 kHz 
(Neppiras,1980). 

The design of power ultrasound equipment for high-intensity cavitating duty may 
require multiple transducers. Some technical challenges for this case are 
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Figure 6.6. Sandwich transducer operating at 1-200 kHz. (From J. P. Perkins "Power Ultrasound," Ch. 
4 in T. J. Mason, "Sonochemistry: The uses of ultrasound in chemistry," 1990 with permission.) 

transducer mounting 
coupling to the liquid load 
controlling the interaction between the transducers within the reactor medium 

and between each other through the hardware 
ensuring reasonable transducer life 
design flexibility for the selective removal of transducers for maintenance 

The vibrating motion generated by the transducers is normally too low for practical 
use and so it is necessary to magnify or amplify this motion. This is done by a hom, 
which is a resonant element in the compression mode. Normally these are half a 
wave length long, but the length can be increased by screwing one hom into another 
and so on. This method is, however, not often used. 

The most popular designs and the amplitude and stress curves of each of these 
designs are shown in Figure 6.7. The stress discontinuity in the case of the stepped 
hom requires great care in machining since any marks in the nodal region will create 
"stress raisers," causing metal fatigue in high-magnification horns. The materials 
for acoustic horns require: (1) low acoustic loss; (2) chemical inertness; (3) high 
dynamic fatigue strength; and (4) resistance to cavitation erosion. These are 
satisfied by: (1) titanium alloy; (2) aluminum; (3) aluminum bronze; and (4) 
stainless steel, in that order; titanium alloys are superior to the other three. 
Aluminum alloys are too soft for the irradiation of liquids, and the last two will 
result in end amplitudes reduced by factors of 0.75 and 0.5 compared with titanium 
alloys for a given power group in the transducer. The horns made of materials (3) 
and (4) will become hot and transfer heat to the reaction, an undesirable side effect. 
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Figure 6.7. Amplitude and stress curves for three popular hom designs. (From Mason, 1990b, with 
permission. ) 

6.3b. Measurements of Acoustic Power 

In industry, equipment is designed to perform a particular application and 
vibrational levels are invariably predetermined. A meter indicating relative power 
supplied to the transducer is common, but this does not normally indicate actual 
watts. Certain equipment, such as "ultrasonic experimentry," measures a transducer 
amplitude. It would seem sensible therefore that a number of acoustic parameters 
should be monitored, which would ensure that: 

• Acoustic conditions are consistent over a period of time. 
• The results obtained are comparable with those of other workers and are based 

upon some absolute values. 
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• Eventually both desirable and undesirable products can be accurately corre­
lated to the acoustic inputs. 

There are two basic parameters that should be known: the operational frequency 
and the acoustic intensity in the treated sample. Frequency is not normally critical 
within 5-10%. Acoustic power is more difficult to measure. The rated power of the 
generator cannot be used as an indication of acoustic power, since the power 
transferred will depend upon how heavily the transducer is loaded (this is a function 
of hom magnification) and the area of the hom immersed in the reaction medium. 
There are three possible approaches to the determination of acoustic power: 

Calorimetric Method. This is simply the calculation of power input by meas-
uring the rate of temperature rise in the system while taking into account its thermal 
capacity. This is a rather cumbersome and impractical method and seldom used. 

Measurement of Vibrational Amplitude. This is the direct measurement of the 
amplitude at the working face of the hom, and will give a parameter that is at least 
proportional to the acoustic power, given by the relation 

(6.1) 

where P aJ; = acoustic power, p = density of load, c = load sound velocity, and ~ = 
transducer amplitude. Pac' by this method, can be continuously monitored but it 
cannot really be considered a reliable method since c and ~ in a cavitating medium 
cannot easily be determined. 

Amplitude offers a very sensitive measurement of acoustic change. It changes as 
the hom is immersed further into the reaction medium, i.e., as it becomes more 
loaded. In addition, it will warn of any changes in acoustic transmission caused by 
dirty interfaces between transducer and horn or hom and tip, total or partial fatigue 
in the hom, fatigue in the coupling stud between transducer and hom tip, and 
transducer faults. 

A combination of the calorimetric method and measurement of vibrational 
amplitude might well be the most useful method of monitoring power and therefore 
control. The measurement of amplitude gives an indication of the acoustic power 
output rather than the electrical power into the transducer. Generally an 80% 
efficiency for the conversion of electric power into acoustic power is considered to 
be a very desirable number. 

Measurement of the Real Electrical Power to the Transducer. The real electri­
cal power to the transducer can be converted to acoustic power if the overall acoustic 
transfer efficiency is known. The use of a wattmeter to measure electrical power to 
the transducer can, in certain circumstances, lead to a measurement of the true 
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acoustic power transmitted to the sonicated sample. This can certainly be true of 
probe systems used for sonochemical treatment. The method, however, is not 
always very reliable. If the system is driven in a controlled manner, then one can 
derive the transmitted acoustic power from the unloaded and loaded electrical 
powers. While introducing the acoustic power, if different horns are used with the 
same transducer, the transmitted acoustic power would be similar as long as the 
gain-to-area ratio is kept the same for each hom. The energy density can be varied 
by selecting the appropriate probe end areas. It should be pointed out, however, that 
some limitations to these measurement techniques do exist. For example, if the 
gain-to-area product is made too large, the electrical control system will be unable 
to handle it and the system will either stall out or the hom will exceed its dynamic 
fatigue limits and fracture. 

In summary, the measurement of either amplitude or electrical power, or both, 
can offer a valuable means of checking the acoustic performance of a system and 
of monitoring the acoustic power transmitted. 

6.3c. Methods for Measuring Amplitude 

Microscopic Measurements. One can measure amplitude by examining the end 
of a free transducer with a metallurgical microscope with a 15x calibrated eyepiece 
and a lOx objective, allowing measurement down to -5 11m. Since most transducers 
will generate amplitudes of at least 10 11m and this value is amplified by the hom, 
quite accurate measurements can be made. 

Continuous Monitoring. The ability to measure amplitude with a microscope 
is clearly impracticable during a sonochemical experiment. A method is required 
that provides continuous monitoring with a display. There are two possible ap­
proaches: electromechanical and purely electrical. 

Electromechanical. The alternating stress in a resonant element is at a maximum 
in the center. If a strain gauge is bonded to the center of such an element, then the 
output from this will be proportional to the displacement or amplitude of vibration. 
This output signal can be rectified and displayed, for example, on a meter, which 
can be calibrated by the use of a microscope. It is also possible to derive a purely 
electrical signal that is proportional to transducer displacement and eliminate the 
use of the strain gauge. Using this method, it should only be necessary to calibrate 
the meter once since any subsequent change in transducer amplitude due to loading 
will be accompanied by a proportional change in strain in the transducer-acoustic 
system. While the method has some attractive features, in practice it is not often 
used. 

Purely Electrical. Electrical methods of measurement can be contained within 
the ultrasonic generator. Essentially this is a power amplifier that converts energy 
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at the main frequency to energy at a chosen ultrasonic frequency. Because of the 
very narrow operating frequency band of the transducer, it is essential that the 
amplifier track any changes in resonant frequency of the system. 

The same electrical signal used to display amplitude can be fed back into the 
amplifier and this will enable the power generated to follow any frequency changes 
in the transducer-acoustic system. This is very important because the resonant 
frequency of the transducer decreases as it becomes warm and lengthens. Another 
desirable feature of this method is that it can be used to limit the transducer 
amplitude and thus ensure that it does not damage itself or the coupled resonant 
elements by overstress. 

6.3d. Hydrophones 

Hydrophones measure pressure pulses at any time interval and for a range of 
frequencies. These instruments are used to measure pressure pulses from 10 kPa to 
over 100 MPa, depending on the frequency and number of cycles per pulse. High 
power ultrasound fields can be extremely difficult to characterize, often because of 
the cavitation events that occur. Not only can the cavitation activity cause damage 
to the measuring sensor being used, but the bubble populations generated can also 
scatter the acoustic signal produced by the source under investigation. Furthermore, 
the oscillating bubbles present will produce their own acoustic signatures, and 
resolving these from the signal produced by the source can be a complex process. 
A choice of suitable hydrophone is therefore very important. 

Some typical hydrophones are sold by Bruel and Kjaer of Denmark (types 8103, 
8104,8105 and 8106). These hydrophones are individually calibrated waterborne­
sound transducers that have a flat frequency response and are omnidirectional over 
a wide frequency range. Out of the four types of hydrophones, type 8103 is suitable 
for laboratory and industrial use and particularly for the acoustic study of marine 
animals or for cavitation measurements. Hydrophone type 8103 is a small-size, 
high-sensitivity transducer for making absolute sound measurements over the 
frequency range 0.1 Hz to 180 kHz with a receiving sensitivity of -211 dB for 1 
V/u Pa. It has a high sensitivity relative to its size and good all-around charac­
teristics, which make it generally applicable to laboratory, industrial, and educa­
tional use. The 8103's high-frequency response is especially valuable when making 
acoustic investigations of marine animals and in measuring pressure-distribution 
patterns in ultrasonic cleaning baths. It is also useful for cavitation measurements. 
Figure 6.8 indicates the major features of the 8103. 

There are several other types of hydrophones and other measurement instruments 
in the market. A brief summary of the various high power measurement techniques 
is given in Table 6.3. The details of these techniques are provided by Hodnett and 
Zequiri (1997). The two most commonly used hydrophones are the needle type (see 
Figures 6.9 and 6.10) and fiber optic hydrophones. Needle-type ceramic probes can 
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Figure 6_8_ Hydrophone type 8103 (Bruel and Kjaer of Denmark) (from technical documentation of 
hydrophone types 8103, 8104, 8105, and 8106). (Reprinted from Ultrasonic Chemistry, 4, M. Hodnett 
and B. Zequiri, eds., "A strategy for the development and standardization of measurement methods for 
high power/cavitating ultrasonic fields: review of high power field measurements," pp. 273-288,1977, 
with permission from Elsevier Science.) 

be fairly robust devices and are usually of high sensitivity. However, they can suffer 
from unpredictable structure in both their frequency and their directional responses 
owing to radial resonance modes, reflections, and mode conversions in the active 
element and backing material. Typically, hydrophones of this type are constructed 
with active elements of diameters 0.4-0_6 mm. Fiber optic devices partially 
alleviate the difficulties associated with manufacturing sensors with small active 
elements and usable sensitivities. Fiber optic devices also allow a replaceable tip. 
Further details on these and other types of hydrophones are given by Hodnett and 
Zequiri (1997). 

6.3e. Sonochemical Reactor Geometries 

Basically, there are three methods of introducing ultrasound in a reactor: (1) 
immerse a reactor in a tank of sonicated liquid (e.g., a vessel in a cleaning bath); 
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1 
Figure 6.9. Schematic construction of PVDF needle-type hydrophone. (Reprinted from Ultrasonic 
Chemistry, 4, M. Hodnett and B. Zequiri, eds., "A strategy for the development and standardization of 
measurement methods for high power/cavitating ultrasonic fields: review of high power field measure­
ments," pp. 273-288, 1977, with permission from Elsevier Science.) 

(2) immerse an ultrasonic source directly into a reactor medium (e.g., a probe dipped 
into a reaction vessel); and (3) use a reactor constructed with ultrasonically 
vibrating walls. A cup-horn sonicator is a design somewhere between (1) and (2) 
in which cell disruption is carried out and the contamination of the titanium horn 
is avoided. Besides these three, whistle reactors are used for reactions requiring 
emulsification. Some sonoreactors employ immersible transducers. A number of 
novel sonochemical reactor designs have been evaluated in Europe. Some of these 
reactors are used for laboratory-scale as well as large-scale operations. 

One of the basic parameters in ultrasonic engineering is power density, which 
can be defined as the electric power into the transducers divided by the horn 

E 
E 

Backing material 
Coated supporting tube 
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Figure 6.10. Schematic representation of ceramic needle-type hydrophone. (Reprinted from Ultrasonic 
Chemistry, 4, M. Hodnett and B. Zequiri, eds., "A strategy for the development and standardization of 
measurement methods for high power/cavitating ultrasonic fields: review of high power field measure­
ments," pp. 273-288, 1977, with permission from Elsevier Science.) 
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radiating surface area. For a modern piezoelectric transducer, a low-density system 
uses a power density at the transducer face of the order of 1-2 W cm -2. For a probe 
system, the power density can be of the order of 100 W cm-2. For a transducer 
attached to the walls, the level of intensity will depend on the mechanical strength 
of the walls and other attachments. The intensity experienced by the fluid will be 
somewhere in between cases (1) and (2). In both of these cases the working 
frequencies are of the order of 20-80 kHz. The probe system allows greater 
vibrational amplitudes, energy densities, and control of energy densities within the 
reactor. Both of these systems and their modifications are described in detail below. 

The Ultrasonic Cleaning Bath. The simple ultrasonic cleaning bath is by far 
the most widely available and cheapest source of ultrasonic irradiation for chemical 
reactions (Figure 6.11). While this is one of its main advantages, there are several 
other positive points, including its ability to provide a fairly even distribution of 
energy in the immersed reaction vessel. No special adaptation of reaction vessels 
is required; i.e., a conventional apparatus can be transferred directly into the bath. 
This means that an inert atmosphere or pressure can be readily achieved and 
maintained throughout a sonochemical reaction. In general, it is desirable to use 
flat-bottomed glassware since this permits more efficient transfer of the ultrasonic 
energy (which is radiated from the base of the tank) from the bath water into the 
reaction. Round-bottomed vessels tend to deflect or reflect a larger fraction of the 
sound energy away from the reaction mixtures they contain. Despite its ready 
accessibility, there are some severe limitations to the general use of this equipment. 
These limitations are outlined in Table 6.4. 

Local ultrasound intensity in an ultrasonic cleaning bath is strongly affected by: 

liquid level in the ultrasonic cleaner 
solvent level in the reaction flask 
position of the reaction flask 

Transducers 

Water + Detergent 

/ 

Figure 6.11. Ultrasonic cleaning bath. (From Perkins, 1990, with permission.) 
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TABLE 6A. Limitations on Use of Ultrasonic Cleaning Batha 

The amount of energy that reaches the reaction is low. normally between I and 5 W cm-2. For 
liquid-solid systems. mechanical agitation of the reaction mixture during sonication is required. 

All baths operate at frequencies and powers dependent upon the transducers employed. Direct 
comparisons between studies done in different baths is difficult. 

The use of water limits the upper temperatures of operation to below 100°C. A change in the 
medium also results in a change in energy transfer from transducer to reaction vessel. 

There is poor temperature control unless the system is operated under thermostatic conditions. Any 
cooling system will interfere with the clear passage of ultrasound through the bath. It is important to 
record the temperature inside the reaction vessel since this will always be a few degrees above that 
of the bath itself due to ultrasonic heating. 

The precise position of the reaction vessel in the bath. both vertically and horizontally. is important. 
Naturally the same glass vessel should be used each time if reproducible results are required since 
the thickness of the glass base will affect the power transfer into the reaction system. 

"From Mason (l990b) with pennission. 

ultrasonic power delivered by the ultrasonic cleaner (if standing waves can form. 
the local ultrasound intensity does not necessarily increase with increasing 
ultrasound power) 

presence of solid particles 

In the cases where low-intensity irradiation is needed. batch treatment could be as 
simple as using a large-scale ultrasonic cleaning bath as the reaction vessel. 
However, the tank should be constructed of a material that is inert toward the 
chemicals involved. An appropriate grade of stainless steel may be adequate or in 
some cases a plastic tank could be used. In the latter case, however, the transducer 
would need to be bonded onto a stainless or titanium plate and this assembly then 
bolted to the tank. A useful variant of this, and indeed one that offers greater 
flexibility in use, is the sealed, submersible transducer assembly. With either 
system, some form of additional (mechanical) stirring would almost certainly be 
needed. 

Bath-type reactors may also be used in a flow system. In this case the reacting 
liquids could be continuously fed into an ultrasonic tank with outflow over a weir 
toward the next process. Such treatment could be intensified by recycling or by 
connecting a number of such sonicated tanks in line. 

Large-scale ultrasonic cleaning bath reactors may employ externally mounted 
transducers fixed to the walls of the reactor vessel (Figure 6.12). This approach has 
been successfully adopted by the ultrasonic cleaning industry, which manufactures 
large, multiliter cleaning baths for industrial use. From a sonochemical viewpoint, 
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Figure 6.12. Various configurations of "cleaning bath" reactor employing wall-mounted transducers. 
(From Perkins, 1990, with permission.) 

there are a number of advantages and disadvantages associated with this approach; 
these are briefly listed in Table 6.5. 

The following analysis of a typical chemical reactor indicates the number of 
transducers and the operating power required to achieve a production-scale sonore­
actor: A 3-m high, 1.5-m diameter cylindrical reactor vessel has an internal volume 
of5 m3 and a surface area (bottom and sides) of 16 m2• A typical20-kHz transducer 
(as used in the cleaning bath industry) has a diameter of 6 cm and a surface area of 
3 x 1O-3m2• Thus, for 100% coverage of the vessels, you would need 5700 
transducers; for 10% coverage, 570 transducers. At 10% coverage, each transducer 
has to irradiate 9 liters of reaction mixture (cf. a cleaning bath with 6 li­
ters/transducer). Fifty watts are required to operate each transducer to produce a 
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TABLE 6.5. Advantages and Disadvantages of the Large-Scale Cleaning Bath Reactor 

Advantages Disadvantages 

No contamination of the reagents by erosion of A low-intensity, nonuniform field throughout the 
the ultrasonic source vessel 

The reaction vessel may be operated under Bulk heating of the reaction mixture (not always 
pressure without the need for elaborate sealing of desirable) 
the ultrasonic source 

Transducer must be "glued" to the outside of the 
vessel to achieve efficient coupling of the 
ultrasonic energy with the reaction. This is 
usually difficult to achieve and would probably 
involve significant alterations to the existing 
capital equipment. 

power density of 1-2 W cm-2 at the transducer face. Thus, 570 transducers will 
require 30 kW and 30 generators to operate. These figures illustrate the potential 
cost of the ultrasonic component of a large-scale cleaning bath sonoreactor. 

Sonoreactors Employing Immersible Transducers. For many years, the manu­
facturers of ultrasonic cleaners have offered the submersible transducer as an 
alternative to the bath as a means of batch sonication (Figure 6.13). In essence, this 
system permits any bath (vessel) to be converted into an ultrasonic cleaning bath. 
The advantage of this is clearly convenience in vessel size. Immersible transducers 
are widely used throughout the ultrasonic cleaning industry because the units are 
relatively cheap, readily available, and can be retrofitted to most large vessels. Most 
immersible units consist of a series of ultrasonic transducers mounted within a steel 
box; all the necessary wiring is connected to the transducers through suitable piping. 
To irradiate the desired fluid, the units are simply dipped into the liquid and 
switche~ on. The attraction of using this approach for large-scale sonochemistry is, 
therefore, obvious: the required number of immersible units are placed within the 
vessel to irradiate the reaction mixture. They can be designed to fit into any existing 
reaction vessel and are capable of withstanding organic solvents. As with cleaning 
bath systems, however, this reactor requires mechanical stirring. The advantages 
and disadvantages of this reactor are summarized in Table 6.6. 

The feasibility of this approach can be demonstrated by, once again, considering 
a 3-m high cylindrical reactor with an internal diameter of 1.5 m. The internal 
volume is 5 m3 and the surface area is 16 m2 (Figure 6.14). A typical immersible 
transducer unit has the following dimensions: 0.7 X 0.25 X 0.1 m. This unit would 
usually contain 32 transducers. The surface area of this unit is 0.18 m2 and it has a 
volume of 0.019 m3• To get 570 transducers into the vessel, just as illustrated for 
the cleaning bath reactor, one would need 18 units. These units would have a surface 
area of 3 m2 and occupy 20% of the vessel wall area. Similarly, their total volume 
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Figure 6.13. Submersible transducer. (From Mason and Berian, 1992, with permission.) 
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is 0.3 m3 or 1115th of the vessel volume. Thus the insertion of immersible 
transducers into a chemical reactor leads to a significant proportion of the internal 
volume being occupied; this, coupled with the major problems over insulation and 
protection of the units during use, tends to detract from the initial attractiveness of 
this approach. The cost of the immersible approach would be similar to the cost of 
a cleaning bath reactor. 

The Cup-Hom System. This piece of equipment may be envisaged as a small 
but powerful ultrasonic bath. In effect, it uses a specially designed inverted hom to 
irradiate a small cup of liquid (normally water) into which the reaction vessel is 
dipped (Figure 6.15). Circulating coolant through the specially designed hom 
assists in maintaining temperature stability. As a result of its design, it has several 

TABLE 6.6. Advantages and Disadvantages of the Large-Scale Immersible Transducer 
Reactor 

Advantages Disadvantages 

Higher ultrasonic intensities than those obtained Erosion of the metallic transducer cover 
for cleaning bath reactors 

Retrofit situation-they can be used without any Nonuniform field within the reaction vessel 
permanent modification of the reaction vessel 

"Intrusive" -they would interfere with stirrers, 
cooling pipes, and other pieces of equipment 
within the reactor vessel 

Sealing of the transducers and electrical supply 
from the corrosive reaction mixtures 
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Figure 6.14. Large-scale sonoreactor employing immersible transducers. (From Mason, 1990b, with 
permission. ) 

major advantages over a simple ultrasonic bath; however, a number of disadvan­
tages, including its applicability to a small-size reaction vessel, still remain. 

The major advantages of the cup-horn system include good temperature control 
because water of a constant temperature can be circulated through the bath system. 
Since the irradiation source is a modified sonic horn, the power can be better 
controlled. The possibility of radical formation in the reaction vessel is lowered 
because of the reduced intensity of sonication, which is transmitted through the 
water in the cup, and any fragmentation of metal from the tip of the probe into the 
reaction is eliminated. 

Besides its applicability to only small-size reaction vessels, the other major 
disadvantages of the cup-horn sonicator are that the power is greatly reduced 
compared with that of a sonic horn and this device is only largely available for 
20-kHz horns. The vessel is useful for studying the kinetics of sonochemical 
reactions. 

The Ultrasonic Probe System. In order to increase the amount of ultrasonic 
power available to a reaction, it is desirable to introduce the energy directly into the 
system. The simplest method of achieving this is to introduce the ultrasonically 
vibrating tip of a sonic probe into the reaction media itself (Figure 6.16). The metal 
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Figure 6.15. Cup-hom sonicator; modification of a design from heat systems-ultrasonics. (From 
Mason, 1990b, with permission.) 

probe represents the part of the sonic hom that amplifies the small vibrations of the 
piezoelectric crystal to a larger amplitude. This is frequently seen as the most 
obvious method of scaling up sonochemical reactions because the probes can be 
dipped into a reaction mixture by insertion through a suitable port in the top of the 
vessel. This retrofit, coupled with the high intensities generated by the probe, are 
the main advantages of this approach. 

The ultrasonic power delivered by a hom is directly related to the magnitude of 
the vibration of the tip. This can readily be controlled by the electrical power input 
to the transducer and so the precise power of the system can be regulated. Maximum 
powers of several hundred W cm-2 can be easily achieved (depending on the size 
of the unit). Ultrasonic streaming from the tip of the probe is often sufficiently 
powerful to provide efficient bulk mixing. Most modem units have a pulse facility 
that allows the operator to sonicate reactions repeatedly for fractions of a second. 
This gives adequate time for cooling between sonic pulses. With such systems the 
probe (hom) can be tuned to give optimum performance. This is important in terms 
of reproducibility of results. Modem equipment is normally fitted with an automatic 
frequency regulator. 

As with all systems that operate using piezoelectric transducers, the optimum 
performance is obtained at a fixed frequency. For most commercial probe systems 
this is 20 kHz, and although it is possible to drive them at their overtones (i.e., 40 
or 80 kHz), the power dissipation at overtones of the fundamental frequency of the 
system is very much reduced. To operate successfully at different frequencies, it is 
best to purchase amplifier-hom systems tailored to individual requirements. As with 



218 

Possible 
dead zones 

CHAPTER 6 

Probe 

Circulation 

Figure 6.16. Probe batch reactor. (From A. B. Pandit and V. S. Moholkar, "Harness cavitation to improve 
processing;' Chern. Eng. Prog. (July 1996), 57-67. Reproduced with permission of the American 
Institute of Chemical Engineers. Copyright © 1996 AIChE. All rights reserved.) 

baths, there is a problem with accurate temperature control unless precautions are 
taken. The use of specially designed reaction vessels [e.g., a Rosett cell (Figure 
6.17)], alleviates much of this difficulty. The temperature within the reaction vessel 
should be continuously monitored. 

Owing to the high intensity of irradiation in the reaction close to the tip, it is 
possible that radical species may be produced which could interfere with the normal 
course of reaction. The cavitation that is the source of chemical activation is also 
the source of a common problem with probe systems, tip erosion, which occurs 
despite the fact that most probes are fabricated of very hard titanium alloy. There 
are two unwanted side effects associated with erosion: (1) metal particles eroded 
from the tip will contaminate the reaction mixture; and (2) the physical shortening 
of the horn causes a loss of efficiency (eventually it will become too short to be 
tuned). The latter problem is avoided by the use of screw-on tips to the probe in the 
form of studs; this eliminates the need for a costly replacement of the whole horn. 
Special seals will be required if the horn is to be used in reactions involving reflux, 
inert atmospheres, or pressures above (or below) ambient. Generally, this system 
is suitable only for small batch reactions although multiple probes can handle larger 
volumes. 

The possible use of sonic probes in large-scale sonochemistry is illustrated by 
considering the 5-cm3 cylindrical reaction vessel (see Figure 6.18). The largest 
commercially available sonic probe is a 2.5-kW unit with a 5-cm diameter probe 
tip; the transducer and probe are 45 cm long and 10 cm in diameter. Assuming the 
2.5 kW rating to be correct, then the maximum operating intensity at the probe tip 
is 120 W cm-2• The volume of irradiation of this probe (atthis intensity) is probably 
0.001 m3 or 1I5,OOOth of the reactor volume. One therefore needs a multiple array 
of probably 10 or more probes. The cost of this, however, would be significantly 
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Ground-glass flanged joint 

Glass Rosett cell 

Figure 6.17. Rosett cell reactor. (From Mason and Lorimer, 1988, with permission.) 

less than that associated with either the cleaning bath or immersible transducer 
approach. Thus, provided a suitable method of circulating the reagents through the 
zones of high ultrasonic intensity at the probe tip is employed, sonic probes are the 
most attractive method of ultrasonically enhancing large-scale sonochemical reac­
tions on a batch basis. The advantages and disadvantages of the large-scale sonic 
probe reactor are briefly summarized in Table 6.7. 

Flow Systems. The probe system also can be used with a continuous flow (see 
Figure 6.19), and this is regarded as the best approach for industry because it offers 
several benefits, as described below. The simple flow cell is an excellent means for 
processing relatively large volumes. Flow systems are generally regarded as the 
best approach to industrial-scale sonochemistry. One method is to couple the probe 
transducer into a flow pipe by means of a T-section (see Figure 6.20). A number of 
such transducers could be employed in this manner to give extended treatment time. 
For larger scale operations where high-intensity ultrasound is required, the sonic 
horn is best utilized as part of a flow loop outside of the main reactor. This permits 
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Figure 6.18. Large-scale sonoreactor incorporating sonic probe (to scale). (From Mason, 1990b, with 
permission.) 

the continuous processing of large volumes. Temperature control is provided 
through the circulating reaction mixture. This reactor also allows the residence time 
of the reacting system in the flow to be varied by changing the flow rate. The reactor 
carries the general disadvantages of the probe system, i.e., tip corrosion and 
potential production of radicals. Pumping is required for circulation to the flow cell 
and so is not suitable for either very viscous reaction media or heavily particulate 

TABLE 6.7. Advantages and Disadvantages of the Large-Scale Sonic Probe Reactor 

Advantages 

Retrofit approach 

Disadvantages 

Erosion of the probe tip; frequent replacement of probe may be needed 

Only a small proportion of the total reaction volume is irradiated with 
high-intensity ultrasound; reaction yield sometimes passing through a 
maxima with respect to the intensity of irradiation (high-energy intensity 
may enhance side reactions) 

Insulation of the ultrasonic transducer from the chemical environment 
above the reaction mixture 

Stalling of the probe in reaction mixtures of high viscosity 
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Figure 6.19. Flow cell. (From Mason and Berlan, 1992, with permission.) 

systems. Although the flow cell will produce liquid movement via streaming, it is 
normal to employ a circulating pump to force liquid reactants across the probe in 
the opposite direction. 

An alternative arrangement would involve a number of probes inserted through 
the walls of a pipe, allowing a much longer sonochemical treatment zone. Such a 
system will suffer from the same problems as the individual flow cell except that 
the system will continue to function even if one or two probe units fail. The 
advantages and disadvantages of these systems are described in Table 6.8. 

Because of the ready availability of the large sonic probes, utilization of this 
equipment for large-scale sonochemistry operating on a continuous basis is a 
distinct possibility in the near future. The success of the approach is obviously 
dependent on the suitability ofthe chemical reaction for operation on a continuous 
basis. 

Figure 6.20. Large-volume treatment using high-intensity process. (From Mason, 1990b, with permis­
sion.) 



222 CHAPTER 6 

TABLE 6.S. Advantages and Disadvantages of How Systems with Sonic Probes 

Advantages 

High-intensity fields are generated within the 
flow cell; there are commercially available units 
that can process up to 250 literslh 

The flow cells can be used in series if required 

A flow cell could be retrofitted to an existing 
reactor loop 

Disadvantages 

Sealing of reactor/probe joints particularly for the 
operation of high-pressure reactions 

Erosion of the probe tip and flow cell during 
operation 

Degradation of the reagents due to the high 
ultrasonic fields at the probe tip 

Specialized Laboratory-scale Reactors Involving Probe Systems. A I th 0 ugh it is 
possible to simply dip the probe into a reaction medium contained in a standard 
round-bottomed flask or even a beaker, chemical reactions often require a vapor­
tight apparatus, the slow addition of reagents or inert atmospheres, high pressure 
and temperature, the presence of a solid catalyst, or special circumstances due to 
the nature of the reaction. To cater to these constraints, specialized sonochemical 
reactors have been developed and some these are briefly described below. 

1. The design of a glass Rosett cell with a flanged lid (see Figure 6.17) allows 
the irradiated reaction mixture to be sonically propelled from the end of the probe 
around the loops of the vessel and thus provides both cooling (when the vessel is 
immersed in a thermostat bath) and efficient mixing. A polytetrafluroethylene 
sleeve provides a vapor-tight fit between the probe and the glass joint. As an 
alternative to this, an ordinary reaction vessel can be adapted for sonic mixing by 
providing an indentation on its base to disperse the acoustic waves as they are 
reflected from the base (Figure 6.21). 

2. Many hydrogenation reactions operate under high pressure. There may also 
be some intrinsic advantages in running other types of catalytic reactions under high 
pressure. A typical apparatus for pressurized sonication is illustrated in Figure 6.22. 

3. Special types of laboratory reactors have been developed to study Belousov­
Zhabotinsky oscillating reactions. Rapid fluctuations in meter readings due to the 
formation and removal of cavitation bubbles require a change in experimental 
method. These include electronic separation of the rapidly fluctuating signal, 
measurement of optical density after instantaneously switching off ultrasound, and 
using specially designed cuvettes. The oxidation-reduction potential has turned out 
to be almost insensitive to cavitation processes. Three types of reactors, depending 
on the required ultrasonic frequency, have been developed. A probe reactor for a 
22-kHz frequency is illustrated in Figure 6.23. 

4. Luche (1987, 1988, 1991, 1992, 1993) and Luche et al. (1983, 1984, 1989) 
have carried out extensive investigations into sonochemical preparations of or­
ganometallic species and has designed a reactor containing a support on which the 



CAVITATION REACTORS 223 

Ground-glass joint 

Indentation 

Figure 6.21. Indented-base reactor. (From Mason and Lorimer, 1988, with permission.) 

lithium can be placed at a fixed distance from the horn (Figure 6.24). This type of 
reactor can be used to examine any gas-liquid-solid sonochemistry at the labora­
tory scale. 

Whistle Reactors. Whistle reactors (see Figures 6.25(a) and (b), have been 
extensively used for homogenization in the food industry. This system is already 
available for large-scale processing since it is practical, robust and durable, and 
requires low maintenance. Although ideal for liquid processing, it can also be 
used for solid-liquid systems. This type of reactor is useful when the reactor 
requires efficient emulsification, homogenization, or dispersion as an essential 
requirement for promoting reactivity. Typical applications include processing of 
fruit juices and tomato ketchup. The underlying mode of action, since it involves 
flow-induced vibration of a steel blade, immediately suggests the problem of 
erosion by particulate matter-the sandblasting effect. It seems likely that the liquid 
whistle could find applications in large-scale sonochemistry invol ving noncorrosive 
materials. 

The major disadvantage of this system is that, in general, whistle reactors do not 
generate a very high intensity of sonication, and so ultrasonically initiated and 
driven reactions will not have high conversions in such reactors. The optimum 
frequency of blade vibration (designed for 20 kHz) relies upon rapid pumping of 
the reaction mixture, which is clearly not possible for viscous materials. The reactor 
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Figure 6.22. Apparatus for pressurized sonication. (From Suslick. 1986a. with permission.) 

can be used as a flow system and, as such, has immediate possibilities for relatively 
straightforward scaleup. With no moving parts required to produce sonication, the 
system is rugged and durable. A special type of the whistle reactor, namely the 
Galton whistle, is schematically shown in Figure 6.25(b). 

Flow Reactors with Wall-Mounted Transducers. Probe systems, by their very 
nature, will suffer from erosion of the hom tip and in the long term this could prove 
expensive in terms of downtime for repair and replacement. A simple solution to 
the problem is the use of radially positioned transducers surrounding the flow pipe 
itself, i.e., a tube reactor (see Figures 6.26 and 6.27). This type of reactor can be 
used for laboratory-scale as well as large commercial-scale processes. This reactor 
provides the greatest hope for the general use of ultrasound in sonochemistry. Since 
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Figure 6.23. Experimental setup for the study of the action of ultrasonic waves with 22 kHz frequency 
and modulated ultrasonic waves on the Belousov-Zhabotinsky oscillating reaction. (From Mason, 
1990b, with permission.) 

the system has, as of yet, received no real commercial trial, its advantages and 
disadvantages are somewhat difficult to identify, although some are listed in Table 
6.9. The diameter of the tube is at least an inch or two, based upon the need to 
physically fit transducers around its perimeter. Much larger diameter tubes can be 
used and so high flow rates and viscous materials can be handled with no problems 
of flow blockage. The ultrasonic energy is focused toward the middle of the tube, 

Rubber 
Septa 
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Reaction Mixture 

MagnetiC Stirrer 
Bar 

Figure 6.24. Reaction vessel designed to investigate the influence of ultrasound on the preparation of 
organolithium reagents. (From Mason, 1990b, with permission.) 
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Figure 6.25. Whistle reactors. (a) Conventional whistle reactor and (b) Galton whistle. (Conventional 
whistle reactor reproduced from Perkins, 1990, with permission. Galton whistle reproduced from A. B. 
Pandit and V. S. Moholkar "Harness cavitation to improve processing," Chern. Eng. Prog. (July 1996), 
57-67. Reproduced with permission of the American Institute of Chemical Engineers. Copyright © 
1996 AIChE. All rights reserved.) 

with much lower power at the inner surface. In this way erosion problems are 
reduced. The system can easily be fitted to existing pipework, thereby requiring 
minimal disturbance of the existing technology. 

High-intensity treatment does not automatically include the use of probes. If the 
application involves particle size reduction, then the choice may well be the 
reverberatory ultrasonic mixing system as developed by the Lewis Corporation 
(Figure 6.28). This system (sometimes called a nearfield acoustic processor) can 
be visualized as two sonicated metal plates that enclose a flow system. In effect, 
the plates can be regarded as the bases of two ultrasonic baths facing each other and 
separated by only a few centimeters. Under these conditions any liquid flowing 
between the plates is subject to an ultrasonic intensity greater than that expected 
from simply doubling a single plate intensity. The ultrasound reverberates and is 
magnified in its effect. Figure 6.28 also suggests the existence of a standing wave 
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Figure 6.26. Cylindrical reactor. (From A. B. Pandit and V. S. Moholkar, "Harness cavitation to improve 
processing," Chern. Eng. Prog. (July 1996), 57-67. Reproduced with permission of the American 
Institute of Chemical Engineers. Copyright © 1996 AIChE. All rights reserved.) 

pattern (depending on the spacing ). The system is already used for such applica­
tions as particle size reduction and the extraction of oil from oil shale, and thus 
could easily be applied to sonochernical reactions. An additional benefit is that with 
vibrating plates of the size of table tops, the system can cope with very large 
throughputs of material, allowing an examination of the small residence time of the 
reaction. 

The basic idea behind this approach is the attachment of suitable transducers to 
the external wall of a pipe through which the reaction mixture is flowing. The 
reagents then experience an ultrasonic field during their residence in the irradiated 
zone. Some reactions will require one slow pass through this zone whereas others 
may require many, possibly fast, passes through the zone. The dimensions of the 
irradiated zone depend on the number of transducers employed, the intensity at 
which they are operating, and the diameter of the pipe. Despite the disadvantages 
listed in Table 6.9, this approach has been successfully adopted in the ultrasonic 

" pipe flow of reagents 

Figure 6.27. flow systems incorporating wall-mounted transducers. (From A. B. Pandit and V. S. 
Moholkar, "Harness cavitation to improve processing," Chern. Eng. Prog. (July 1996), 57-67. Repro­
duced with permission of the American Institute of Chemical Engineers. Copyright © 1996 AIChE. All 
rights reserved.) 
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TABLE 6.9. Advantages and Disadvantages of Flow Systems with Wall-Mounted 
Transducers 

Advantages 

It is nonintrusive. so there is no contamination of 
the reagents 

A relatively small number of transducers are 
required. probably less than 50. This. in tum. 
leads to the overall cost being much lower than. 
for example. the cleaning bath approach 

Disadvantages 

Mechanical problems are associated with the 
mounting of flat transducers on the walls of 
cylindrical pipes; curved transducers are. 
however. now available 

The acoustic intensity achievable within the fluid 
is critically dependent on the dimensions of the 
pipe 

There is the possibility of retrofitting the Circulation of solid reagents. such as magnesium 
transducers to existing continuous reactor systems turnings. through the irradiated zone 

processing techniques employed by the food industry. It should be noted. however. 
that many large units operate at much lower ultrasonic intensities than those 
generally required for sonochemical reactions. 

For all flow systems, pumping is required for circulation and so they are less 
suitable for viscous or heavily particulate reaction mixtures. One solution is to use 
pipes (which can be of different cross-sectional geometries) to introduce ultrasound 
into the flowing system through the vibrating pipe walls. The length of such a pipe 
must be accurately designed so that a null point exists at each end and it can then 
be retrofitted to existing pipework. Such systems are capable of handling high flow 
rates and viscous materials. A cylindrical resonating pipe will provide a focus of 
ultrasonic energy in the center of the tube, as will a hexagonal pipe. Thus, relatively 
low power at the perimeter inner surface will give high energy in the center, which 
reduces erosion problems at the emitting surface. However, in engineering terms, 
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Figure 6.28. Reverberatory ultrasonic reactor (nearfield acoustic processor). (From A. B. Pandit and 
V. S. Moholkar. "Harness cavitation to improve processing." Chern. Eng. Prog. (July 1996).57-67. 
Reproduced with permission of the American Institute of Chemical Engineers. Copyright © 1996 
AIChE. All rights reserved.) 
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the cylindrical cross-section pipe suffers from the disadvantage that the attachment 
of transducers to the curved outside surface walls is not as simple as attachment to 
the planar walls of a hexagonal pipe. One approach is to use a fluid coupling 
medium. 

Cylindrical tube reactors with transducers directly bonded to the outer surface 
have been developed by a number of groups. The Battelle resonating pipe is 6 in. 
in diameter, operates at 25 kHz, and has been used for the degassing of oils. The 
cylindrical reactor (see Figure 6.26) developed at the University of Milan has a 
central core through which a coolant can be passed. In this system, a cooling pipe 
is placed in the focal region of acoustic energy and this acts as both a temperature 
control and a coaxial reflector of the sound waves. The reactor volume is then the 
annular space between the resonating pipe and the cooling core. As shown in Figure 
6.29, the cylindrical pipe reactor can be a polygon-type reactor. In this type of 
reactor, the diameter of the cylindrical tube inside the outer hexagonal tube (on 
whose surfaces the transducers are physically bonded) has certain dimensional 
limitations. However, a tube with a much larger diameter can be used, surrounded 
by an outer tube and a coupling fluid through which ultrasound energy is supplied 
to the system. Thus very large throughputs can be handled without any blockage. 
Also, the coupling fluid can be circulated in this case and thus used for cooling. In 
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Reservoir 

Transducers 

ii 
Figure 6.29. Hexagonal cross-section sonicator. (From A. B. Pandit and V. S. Moholkar, "Harness 
cavitation to improve processing," Chern. Eng. Prog. (July 1996),57-67. Reproduced with permission 
of the American Institute of Chemical Engineers. Copyright © 1996 AIChE. All rights reserved.) 
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this type of system, the engineering problems of bonding the piezoelectric 
transducer to the pipe surface are eased because each of the six faces of the pipe is 
flat. Potential applications include ultrasonic pasteurization, crystallization, de­
gassing, dispersion, and emulsification. 

Branson Sonochemical Reactor. The Branson sonochemical reactor (see Figure 
6.30) provides a simple solution to the problem of vibrating pipe walls. This 
modular system is made up of units that consist of a pair of 20-kHz probe-type 
sonicators (each 1800 W) mounted on either side of a pipe containing the reaction 
mixture. The ultrasonic energy from these transducers is coupled to the pipe by 
means of a fluid that can be used in batch or continuous mode. As with all 
probe-based designs, this system suffers from erosion of the hom tip and in the long 
run may incur expensive downtime for repair and replacement. In addition, the flat 
transducer is mounted on a curved surface and therefore coupling is not ideal. The 
acoustic wave may form a standing wave pattern in the tube; thus the length of the 
tube must be such that the ends are at an antinode of the sound wave length in the 
unit. 

The Vibrating Tray. This device was first designed by Lewis Corporation and is 
similar in operation to a bath system for processing of coal or metal ores (see Figure 
6.31). The block of transducers is bonded to the lower surface of the tray and 
vibrations are transmitted along its length. The tray assembly must be suspended 
on plastic supports so that the ultrasonic vibrations are not absorbed through the 

Transducer 

Figure 6.30. Branson sonochemical reactor. (From A. B. Panditand V. S. Moholkar, "Harness cavitation 
to improve processing," Chem. Eng. Prog. (July 1996), 57-67. Reproduced with permission of the 
American Institute ofChemicaI Engineers. Copyright © 1996 AIChE. All rights reserved.) 
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Figure 6.31. The vibrating tray. (From A. B. Pandit and V. S. Moholkar, "Harness cavitation to improve 
processing," Chem. Eng. Prog. (July 1996), 57-67. Reproduced with permission of the American 
Institute of Chemical Engineers. Copyright © 1996 AIChE. All rights reserved.) 

medium. The vibrating tray is generally used in open-air conditions and can be used 
for large-scale operations as well. It is extremely robust. 

Novel Sonochemical Reactors. There have been a number of novel develop­
ments in the design of sonochemical reactors, some of which might be considered 
spinoffs from the ultrasonic cleaning industry. Four new types are discussed below, 
the first three of which can basically be classified as potential components for a 
tube reactor system. 

Telsonic Tubular Resonator (Switzerland). This consists of a hollow, gas-filled 
tube sealed at one end and driven at the other by a standard piezotransducer [Figure 
6.32(a)]. This device looks like a conventional probe system, but is significantly 
different in that the sealed end is at a null point and the ultrasound is emitted radially 
at half-wavelength distances along its length. There is the potential to unblock the 
end and use the system as a flow tube. Since it was designed and marketed for 
cleaning, there is currently no information on its potential for chemical applications. 
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Figure 6.32. Novel sonochemical reactors. (From A. B. Pandit and V. S. Moholkar, "Harness cavitation 
to improve processing," Chern. Eng. Prog. (July 1996), 57-67. Reproduced with permission of the 
American Institute of Chemical Engineers. Copyright © 1996 AIChE. All rights reserved.) (a) Telsonic 
tubular resonator. (b) Sodera Sonitubi. (c) Martin Walter push-pull. (d) Undatim ortho reactor. (From 
Mason, 1992, with permission.) 
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Figure 6.32. (cont.) 

Sodeva Sonitube (France). This is also a radially emitting hollow tube, but the 
tube is open ended and the method for ultrasonic input is somewhat different. In 
this design, a transducer hom system is coupled directly to an annular collar, which 
acts as a cylindrical resonator [see Figure 6.32(b)] . The collar is screw fitted to take 
one or two stainless steel pipes accurately machined so that the remote end is a null 
point and may be further coupled'to other pipework, At an operating length of 1.2 m 
and an internal tube diameter of 42 mm, the unit can be driven at 2 kW per 1.2 m 
with 80% efficiency, The maximum resonance power then operates on the flowing 
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liquid at half-wavelength distances along the tube. An advantage of both this system 
and that of Telsonic is that when the steel tubing becomes eroded it can be easily 
replaced. 

Martin Walter Push-Pull (Germany). This reactor [see Figure 6.32(c)] consists 
of a cylindrical bar of titanium (cut to a precise number of half-wavelengths of 
sound) with opposite piezoelectric transducers banded to each end and connected 
through a center hole. Because of the combined oscillations of the transducers, the 
metal bar expands and contracts up to half of the wavelength of the sound in the 
material. This is called the concertina effect. 

The major advantage of this system is that it can be retrofitted coaxially in an 
existing pipe network. The efficiency of the system can be increased by coupling 
it with a tube reactor operating at a different frequency, thus giving an enhanced 
sonication to annular flow. 

Such ultrasonic options, however, pose a number of problems related to effective 
scaleup and industrial implementation. In particular, few data are available to the 
designer for an effective scaleup. In addition, the severe erosion encountered during 
operation can only be overcome by using titanium pr nickel alloys as construction 
materials. This obviously adversely affects the economics of scaleup. 

Undatim Orthoreactor (Belgium). The principle of operation for this device 
originates from some studies published by Margulis in the Russian literature 
Margulis (1969, 1974, 1975a, 1975b, 1976a, 1976b, 1976c, 1976d, 1980, 1981, 
1985) and developed by Undatim in Belgium. In a small reactor, two ultrasonic 
fields are introduced at right angles to each other [Figure 6.32(d)]. The transducer 
operating in the megahertz range generates an ultrasonic field that gives efficient 
mass transfer. This field also enhances the cavitational effects produced by the 
higher energy transducer operating in the kilohertz range. The principle of combin­
ing orthogonal irradiation at different frequencies promises significant improve­
ments over irradiation at a single frequency. 

Reactors Using Frequencies Outside Ultrasound Power. The wavelength of 
sound in a material is governed by the frequency and the velocity of sound in that 
material. Consider the consequences of using different sound frequencies on reactor 
design. The transducers employing the higher frequency are much smaller. Unfor­
tunately such devices would provide far less power and penetration than those in 
the kilohertz range. For small-volume treatment, however, it is possible to focus the 
acoustic energy by using a transducer with a concave emitting face and provide a 
localized high-energy region. Chemically the reactions at 1 MHz would be expected 
to generate shorter-lived bubbles, giving more radical diffusion into the bulk liquid. 
There would be more efficient mass transfer to surfaces and less erosion damage. 
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Since sonochemistry is connected with cavitation, one should consider any sound 
frequency that engenders cavitation. Perhaps this precludes frequencies above 20 
MHz, beyond which it is thought that cavitation cannot occur, although this range 
can be of interest in terms of acoustic streaming and mass transport. In cavitation 
terms, however, only the audible sound range should be mainly considered. It is 
quite clear that one of the most important parameters that change as the frequency 
is reduced is the elongation in resonant wavelength in a metal bar. This can be used 
to advantage in the case of 200-Hz (audible) sound transmitted through steel. In 
this case one might imagine the simplest concept for scaleup-a giant probe system 
with a 12-m bar of steel as the horn. Although the whole device may be enormous, 
there is a mechanical benefit from the large- (6 mm) amplitude vibration at the tip. 
Such a giant probe system can be used in large-scale applications such as grinding 
of ores or sawing. When applied to sonochemical processes, the immediate possi­
bilities include large-scale mixing and the destruction of hazardous waste. 

In the case of infrasound frequencies, the resonance lengths become unmanage­
ably long-for 20 Hz in titanium it is 127 m. Here we can take another approach 
and utilize a short length (say 10 cm) of metal rod, which will behave like a piston 
when subjected to a vibration at this frequency. Such a device has been described 
by Margulis (1985b), with the piston driving into a reaction mixture contained in 
a tube. The system is sealed through a plastic collar that transmits the vibrations. 
The net result of an infrasound energy input is the generation of large deformed 
bubbles with diameters approximately 1 cm across. These have been shown to 
fragment with the emission of sonoluminescence. Although the sonochemistry for 
such a system has not yet been widely researched, the scaleup potential is clear, 
particularly for processes involving mixing. 

Powerful transducers suitable for this application are currently being used in the 
metallurgical industry to dramatically assist in the cold drawing of metal pipes. 
Sonication of the dye used permits a lower number of passes to be used for diameter 
reduction and significantly reduces the power required to draw a tube through it. 
The engineering problems associated with the construction of such tube reactors 
constructed using this principle have already been solved and so the transfer of this 
technology to a chemical plant should be straightforward. 

Loop or Recycle Reactor. The size of the cavitation reaction zone is limited in 
both gas-liquid and gas-liquid-solid systems. Therefore, in scaling up batch 
reactors for industrial applications, some form of two-zone layout can be very 
appropriate. Practically, this will take the form of an internal or external loop 
reactor: This type of reactor can also be suitable for continuous flow schemes if it 
is operated in a "feed and bleed" mode. 

The use of a loop or a recycle reactor (Figure 6.33) has a number of advantages: 
the problem of penetration range is overcome; the residence time of reagents in the 
actively insonated part can be controlled; and a modular approach can be taken to 
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Figure 6.33. Loop reactor for sonochemistry. (From Mason, 1992 and Martin and Ward, 1992, with 
permission.) 

the design, installation, and maintenance of the power ultrasound module, which 
can also be used alone in the laboratory if so desired. 

A number of questions, however, need to be addressed in the design of such a 
recycle or loop reactor. The effects of the volume ratio between the cavitated and 
"silent" parts on the performance of the entire reactor loop need to be established. 
The effect of recirculation flow rate or the effects of the relative and absolute 
residence times in the cavitated zone need to be evaluated. With regard to the 
cavitation reactor chamber, the main design issue is the operation and performance 
of instrumentation for the cavitation, which may be multiple transducers for 
acoustic cavitation (it can also be multiple orifices in hydrodynamic cavitation, or 
multiple lasers for optical cavitation if the concept is applied to these types of 
cavitation). However, serious consideration needs to be given also to maintainabil­
ity, as well as to the potential acoustic and flammability hazards of industrial 
operation. 

In a loop reactor in which the reagents are recirculated, it is apparent that the 
benefits of insonation will be reduced as the relative volume of the silent zone 
increases with respect to that of the insonated zone. The modular design of the 
insonator makes scaleup straightforward, but the challenge is to achieve real 
economies of scale by maximizing the effectiveness of the insonated zone. The best 
results can be obtained in the following circumstances: 

• The residence time of the limiting reagent in the insonated zone is optimized 
by control of flow rate. 

• The limiting reagent, such as the solid in a heterogeneous reaction, is retained 
in and around the insonated zone; thus the limiting reagent is continuously 
insonated or at least its effective residence time is much greater than for the 
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other reagents. This strategy has been successful in the case of the Barbier 
reaction, where the lithium reagent can be retained in a cage within the 
insonated zone. 

• One or more of the reagents remains activated for a period of time after it has 
passed through the insonation zone, or that is to say, it retains a "memory" of 
insonation. The memory effect on reactor performance is discussed further in 
Chapter 7. 

One of the important scaleup parameters for the loop reactor is the relationship 
between the power distribution or intensity, measured in units of power flux, and 
the total power effectively deposited (i.e., the power that generates cavities) in a 
given volume. This subject for the loop reactor is discussed in Chapter 8. While this 
discussion is restricted to acoustic cavitation, in general, the concept of a loop 
reactor can be applied to other types of cavitation reactors. 

Harwell Ultrasonic Reactor. Harwell Laboratories in Didcot, UK have devel­
oped a flow reactor (see Figure 6.34) that is capable of generating high intensities 

Conventianal 
reactor Yel.el 

Stirrer 

Additional """"" 

module. r--~------- f----t---~'_::=====~ 
I r---------- ,... 
I I 
I I 
I I 
I I ,... ___ ..J '-___ -, 

I I 
I I 
I I L.. ___ .., ,- ___ ..J 

I I 
I I 
I I 

r-.... ~-, 

I I 
I I 
I I 
I I 
I I L_., r-.J 

I I 
I I 
I I 
I I 
I I 
I I 
I I 

• 
I 

t 
I L ________________ j~========~~ L _________________ _ 

Ultrasound 
generator 

Heat 
exchanger 

Figure 6.34. Harwell sonochemical reactor. (From A. B. Pandit and V. S. Moholkar, "Harness cavitation 
to improve processing," Chern. Eng. Prog. (July 1996), 57-67. Reproduced with permission of the 
American Institute of Chemical Engineers. Copyright © 1996 AIChE. All rights reserved.) 



238 CHAPTER 6 

with a power rating up to 1500 W. This reactor is supposed to create no cavitational 
damage to the walls while providing high-energy insonation to the contained 
material. It can be used as a static unit (up to 4-liter capacity) for trial, but can be 
easily incorporated in a flow loop handling 230 literslh. If the reaction itself requires 
less residence time, higher throughput may be possible. Reported results indicate 
that increasing its size provides a significant improvement in the efficiency of this 
reactor. Its advantages are 

• Although the problem of localization of acoustic energy exists, because the 
reaction zone in this case is surrounded by transducers, irradiation of the 
reactions from several directions can remove this problem. 

• Good control of residence time in the cavitation zone can be achieved by pump 
loop action. 

• It is relatively simple to retrofit to existing conventional reactors. 
• Scaleup is straightforward because of the modularity of the active region. 

6.3f. Qualitative Considerations for Reactor Choice, Scaleup, and 
Optimization 

When deciding on the type of the reactor required for a particular chemical 
process, the first question that must be addressed is whether the cavitation enhance­
ment is the result of an improved mechanical process (due to enhanced mixing). If 
this is the case, then cavitation pretreatment of a slurry may be all that is required 
before the reacting system is subjected to a conventional-type reaction and the 
scaleup of the pretreatment vessel would be a relatively simple task. 

If, however, the effect is truly based on cavitation chemistry, then cavitation must 
be provided during the reaction itself. The scientific database from the laboratory 
study should typically provide the parametric window found to be most effective 
at the laboratory scale and the cause-and-effect relationships between the ultrasonic 
parameters and the observed results. The first step is to try to understand the 
mechanisms of interaction from the observed phenomena so that the desired 
cavitation field can be created on a larger scale to promote similar interactions. The 
important scaleup consideration is then to establish the optimum conditions for the 
reaction in terms of the variables that influence cavitation. In this analysis, the 
nature of the reaction will also have an impact on the suitability of the given reactor. 

Both chemical and physical properties of the reaction medium will dictate the 
required level of the cavitation power. High-viscosity media with low vapor 
pressure will require higher energy to produce cavitation. The presence of entrained 
or evolved gases will facilitate cavitation, as will the presence or generation of solid 
particles. External parameters such as those listed in Table 6.10 are important when 
attempting to optimize the reaction conditions. The effect of overpressure on a 
reaction has been investigated by Crum (1980) and Crum and Hansen (1982), and 
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TABLE 6.10. Factors that Influence Cavitationa 

Viscosity and vapor pressure of the medium 
Presence of gases or solid particles 
Overpressure 
Reaction temperature 
Cavitation number or acoustic power and frequency 
Size and geometry of chemical reactor 

aFrom Mason and Bedan (1992) with permission. 
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the influences of reaction temperature and applied power are reported by Luche 
(1991, 1992a, 1998). For many years frequency was not thought to be influential 
in cavitation chemistry; however, the use of 500-KHz irradiation has significantly 
greater effect on the generation of hydrogen peroxide from water than 20 kHz 
(Luche 1987, 1991, 1992b, 1998; Luche et al. 1983, 1984, 1989). In addition, the 
size and the geometry of the chemical reactor will affect the efficiency of the 
cavitation process. 

Besides the factors outlined in Table 6.10, an efficient coupling of the acoustic 
energy to the material that will provide a transmission path for the ultrasonic energy 
is also very important. This is usually a major step and requires a thorough 
understanding of the nature of high-frequency elastic wave propagation and radia­
tion from pipe, plate, or channel-shaped chemical reactors. The important factors 
that need to be analyzed are 

• mechanisms of cavitation and their interaction with reactor material 
• high-frequency wave propagation in structures 
• acoustic coupling and mode of excitation 
• transducers and power generator technology 
• integration of ultrasonics into the process system 

While the above knowledge base is difficult to quantify, it is essential for the 
successful development of reliable and predictable large-scale cavitation conver­
sion technology. 

Both continuous and batch processes are used in commercial scale. For high 
throughput, continuous processes are usually more desirable. However, a batch 
process is often selected in cases where: 

The residence time is relatively long. 
There is a need for more precise control of the ingredients. 
Backmixing is not desirable. 
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Several different products are made in essentially the same setup. 
Production volume is relatively small and a continuous process is not economic. 

The challenges associated with coupling acoustic energy to a batch or a continuous 
process depends to a great extent on the size and the geometry of the reactors. When 
the size of the reactor or structure is not very large compared with the wavelength 
of a desirable mode of ultrasound in that structure, it is usually possible to integrate 
the acoustic source with the reactor. However, temperatures above 200°C, cooling 
or heating jackets, and extremely corrosive conditions that may limit additional 
stress due to acoustic vibration are some of the conditions that continue to be 
challenges to successful integration of ultrasonic energy into the material to be 
processed. 

Intense levels of acoustic energy can be generated in a cylinder, a channel, or a 
platelike structure. Cylindrical acoustic reactors have been designed for sizes 
ranging from 50 to 250 mm. Channel or platetypes of acoustic applicators can be 
designed for a wide range of cross-sections of dimensions, typically between 50 
and 1000 mm. Several of the structures could be coupled either in series or parallel 
to handle longer residence times or higher throughput, respectively. The acoustic 
intensity levels and the intensity profiles in the working volume can be controlled 
to promote desirable effects, e.g., cavitation, nonlinear oscillations of microbub­
bles, degassing, agglomeration of particles, shear thinning, dispersion, compaction, 
and microstreaming. 

The choice of acoustic transducers and generators depends on the frequencies, 
intensity levels, and the intensity distribution desired to promote the expected 
benefits. Both piezoelectric and magnetostrictive transducers have potential appli­
cations, depending on the environment, e.g., temperature, pressure, or wet or dry. 
Acoustic power generators with a delivery capacity up to 30 kW are commercially 
available. If more power is necessary, several of these generators can be operated 
in parallel. Prudent and judicious integration of the acoustic system with the process 
system is a major step toward scaleup. There are many challenges associated with 
this and the key step is to integrate the emerging technologies of acoustic energy 
conversion, coupling them to structures and controlling the energy profile for 
effective and efficient interaction. 

6.4. LASER CAVITATION REACTORS 

High light intensities are needed to produce cavities in liquids. This can be 
achieved using ruby, a neodymium glass laser, or any other laser used in nuclear 
fusion studies, provided the liquid under study is transparent enough for the 
wavelength of the laser. A typical laboratory experimental setup for a laser cavita­
tion reactor is shown in Figure 6.35. In a study by Lauterborn (1980a), a single-stage 
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Figure 6.35. Block diagram of experimental setup. (Reproduced from W. Lauterbom, "Cavitation and 
coherent optics in underwater acoustics," Cavitation and Inhomogeneities in Underwater Acoustics, pp. 
3-12, Springer-Vedag, New York, 1980, with permission.) 

ruby was Q-switched by a Kerr cell and delivered light pulses of up to 1 J total 
energy at a pulse duration of about 30 to 50 ns. The beam diameter was about 1 cm. 
The light was focused into the liquid (mostly water) with a single lens of short 
focal length (44 mm when submerged in water). The cavity or the cavities appeared 
at, or in the vicinity of, the focal point. They were diffusely illuminated by a flash 
lamp through a ground-glass plate and photographed by a Beckman-Whitley 
model 330 rotating mirror camera that allowed framing rates of up to a million 
frames/so This apparatus was used to examine cavity oscillations in the bulk of the 
liquid (water and silicon oil), cavity dynamics near plane boundaries and at 
airniquid interfaces, and the dynamics of the interacting cavities (Lauterborn, 1972, 
1973, 1974, 1976, 1977; Lauterborn and Bolle, 1975, 1977). The investigations 
showed that one peculiar dynamic feature, namely jet formation, pervades all 
dynamics. 

Holography can be used to achieve multiple breakdowns in a liquid for cavity 
interaction studies. Such studies are of great importance in connection with noise 
emission and erosion problems in both hydrodynamic and acoustic cavitations. In 
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Figure 6.36. Block diagram of the experimental setup for high-speed photography of laser-induced 
cavities with triggering from the cavity itself. (Reproduced from W. Lauterbom, "Cavitation and 
coherent optics in underwater acoustics," Cavitation and Inhomogeneities in Underwater Acoustics, pp. 
3-12, Springer-Verlag, New York, 1980, with permission.); also shown in Lauterbom (1977). 

order to examine cavity interaction dynamics, reproducible cavity configurations 
are needed. It seems that laser cavitation is the only method that allows complex 
investigations of this kind. The holographic method illustrated in Figure 6.36 is 
appealing because the experimental setup is simple. Only the focusing lens in 
Figure 6.37 is replaced by an appropriate hologram, which is in this case is also 
called a holographic lens. Such a lens can be regarded as a generalization of a usual 
lens because the incoming light beam is focused into different points in space. This 
method for generating multiple cavities requires the use of phase holograms 
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Figure 6.37. Setup for multiple cavity generation in liquids by holographic focusing. (Reproduced from 
W. Hentschel and N. Lauterbom (1980). "Holographic generation of multi-bubble systems," in Cavita­
tion and Inhomogeneities in Underwater Acoustics, N. Lauterbom (ed.), pp. 47-53, Springer-Verlag, 
New York, with permission.) 
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because of high light intensities. The method has been used to examine multiple 
cavities in water and silicon oil (Lauterborn, 1980a). 

6.S. SOME ADDITIONAL CONSIDERATIONS FOR FLOW REACTORS 

Mason (1991) and Pandit and Moholkar (1996) have given excellent state-of-the­
art reviews on the operation of the flow systems. Some general thoughts on the 
large-scale flow systems can be summarized as follows: 

1. For gas-liquid or gas-liquid-liquid systems that require a large interfacial 
area, one should consider the use of low-intensity liquid whistles. These are used 
in the industry as emulsifiers, but they can also be used as a flow system. 

2. As indicated above, a variety of cleaning baths are available that can be adapted 
to flow systems. For example, a reaction vessel immersed in a cleaning bath can be 
operated in flow mode. Alternatively, external transducers can be attached to the 
walls of the reactors. While this configuration allows the use of high temperatures 
and pressures, only low-intensity ultrasound can be provided to the vessel contents. 

3. The region in which cavitation occurs is important in the design of a large-scale 
reactor. Good acoustic cavitation is normally observed up to a few centimeters from 
the wall of the transducer. Furthermore, cavitation damage to the reactor wall is not 
desirable. Because of these reasons, a recycle or loop flow reactor provides an 
attractive alternative when only part of the liquid content is being cavitated at any 
given time. 

4. A cavitation section of a loop or a straight flow reactor generally takes the form 
of a tube. As shown earlier, the simplest of these is a standard pipe with ultrasonic 
probes inserted through T-joints at intervals. The main problems with this kind of 
sonicator are the tip erosion and uniform distribution of cavitation. In the Bronson 
sonochemical reactor, a coupling fluid is used in conjunction with the horns; the 
coupling fluid is chosen in such a way that it does not cavitate, but merely transmits 
energy to the wall. 

5. Transducers generally do not make good contact with the curvature of a pipe. 
To overcome this problem, both pentagonal and hexagonal pipes have been em­
ployed. Here the energy can be focused without severe cavitation damage to the 
wall. However, the energy is focused near the center line and less cavitation occurs 
near the walls. Thus the uniformity of the cavitation cannot be ensured. 

6. Tube reactors can also be modified in two different ways. In one case there are 
two coaxial tubes in which the reaction mixture is passed through the inner tube, 
whereas the coupling fluid (noncavitating) is passed through the outer one. In the 
second configuration, the coolant can be passed through the inner tube and the 
reagent passed through the outer one. In each case the transducers are mounted in 
the outer tubes; solids can also be handled by such reactors. 
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6.6. HEALTH AND SAFETY ASPECTS OF LABORATORY REACTORS 

Generally, hydrodynamically produced cavitation is safe and does not create 
noise of any consequence. If the flow rates are very high, however, the noise of the 
pump may be a problem. Care must also be taken if the operation requires either 
high pressure or slurry. In these cases, safe operation of the pumps needs attention. 
Cavitation effects produced during the sonication of a liquid sample generate a wide 
spectrum of noise (Figure 6.38). This noise is radiated into the atmosphere and 
consideration must therefore be given to the health and safety aspects associated 
with the use of ultrasound. Laser cavitation will require careful monitoring of the 
laser beams, particularly if mUltiple cavities are required. 

There are two ways of guarding against radiated noise: acoustic earmuffs or an 
acoustic screen around the apparatus. The second solution would take the form of 
a box lined with a proprietary sound-absorbing material. This approach can be used 
also for a high-flow hydrodynamic cavitation process. For acoustic cavitation, the 
transducer and treatment sample would be housed within the box. A 6-mm thick 
Perspex door would permit observation of the sonication process. A well-fitted door 
is essential to reduce the noise leakage. Noise levels in excess of 100 dBa would 
not be uncommon at a distance of 1 m when processing small samples at 20 kHz 
without acoustic screening. It is certainly possible to reduce these levels to 75 dB 
by a well-designed screening box. For hydrodynamic cavitation, similarly the entire 
unit (i.e., pump, cavitation chamber, and associated pipelines) can be enclosed in a 
soundproofed box. 

I 
01/ 
1/1 

o 
Z 1.-_----

102 

Frequency (Hz) 

Figure 6.38. Cavitation noise spectrum. (From Mason, 1996, with permission. Redrawn from R. Esche, 
Acustica 2, Akus Beih, 1952.) 
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6.7. INTEGRATION OF CAVITATION INTO EXISTING SCALED-UP 
PROCESSES 
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Industrial chemists have become interested in using cavitation to enhance their 
chemical processes because it has the potential to make considerable economic 
savings during production. In addition to the obvious chemical benefits, such as 
increased rate of reaction, improved yield, the switching of reaction pathways, and 
the induction of new reactions, there are a number of process benefits for the 
manufacturer. These include 

• milder operating conditions; lower' operating temperatures and pressures 
mean less product degradation and lower capital investment 

• easier process control; hydrodynamic cavitation can be controlled by bypass­
ing the cavitation chamber; "on-off" control of the ultrasound means that the 
effects of the ultrasound can be easily controlled and laser cavitation can be 
easily switched off if desired 

• lower purity feedstocks 
• smaller batch sizes 
• increased throughput 

These process benefits depend on the nature of the reaction and the requirement of 
the intensity of the cavitation. Hydrodynamic cavitation will require lower energy 
consumption, but it will also be in general less effective in process improvement. 
Acoustic cavitation will be more effective, but it will usually require an ultrasonic 
intensity greater than 50 W cm-2. Laser cavitation will be extremely energy 
intensive and can be justified only in very special cases. 

6.S. CONCLUDING REMARKS 

In this chapter we briefly described various types of laboratory as well as 
commercial-size cavitation reactors. Hydrodynamic cavitation reactors are perhaps 
easiest to scale up; however, in these reactors intensities are low and therefore 
conversion will also be low. A commercial unit of any size in this case should be 
possible. If necessary, a number of modules can be operated in parallel. The acoustic 
reactors can be operated at laboratory as well as commercial scale. The scaleup in 
this case is much more difficult. The feasibility as well as the reliability of a 
large-scale operation depends on the operability and the life of the transducers. 
Longer lasting transducers will enhance the commercial viability of the cavitation 
conversion process. The laser cavitation reactors are largely used to examine the 
behavior of cavities or the kinetics of the cavitation conversion process under 
controlled operating conditions. At present they are too expensive for the commer­
cial operations. 



MODELS FOR CAVITATION REACTORS 

7.1. INTRODUCTION 

In Chapter 6 we evaluated various types of hydrodynamic, acoustic, and laser 
cavitation reactors used in laboratory as well as pilot and commercial-scale opera­
tions. These reactors and the associated technologies available for the generation 
of cavities (by hydrodynamic, acoustic, or laser means) indicate the feasibility of 
the cavitation conversion processes. While there are many problems that need to be 
solved, in principle the chapter demonstrated the feasibility of cavitation reaction 
engineering technology. 

In this chapter we address the issues dealing with the reliability, predictability, 
scaleup, and optimization of cavitation reactor performance. Generally, this is 
achieved by developing a suitable model for the reactor. Because of the complex 
nature of the cavitation conversion process, the development of a generalized 
reactor model is a very difficult task and as yet has not been achieved. At the very 
best, a model can be developed for a specific reaction process, although this will 
also require appropriate simplifying assumptions for both the chemistry and the 
physics of the process. In general, the development of a cavitation reactor model 
will require the following steps: 

1. Development of an intrinsic kinetic model for the reaction. As shown later, 
the reactions occur both in the cavities and in the surrounding liquid film. Both 
of them have to be appropriately accounted for to develop a generalized kinetic 
model for the reaction system. 

2. Characterization and modeling of cavity distribution as a function of time and 
energy input. The model must also include the mechanism of cavity collapse 
and the energy released to induce a chemical reaction. 

3. Steps 1 and 2 need to be suitably combined to develop a model that also 
includes the energy input to generate the cavities. The model can then be used 
not only to predict the reactor performance under various system conditions 
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but also to give guidelines for the appropriate reactor scaleup and optimiza­
tion. 

In order to achieve what is outlined in the above three steps, a considerable amount 
of experimental work is needed. Once it has been established in the laboratory that 
the desired physical and chemical changes take place through cavitation chemistry, 
the laboratory tests should include complete characterization of the hydrodynamic, 
acoustic, or laser equipment used in the study, i.e., hydrodynamic, electrical, or 
optical power consumed; actual power dissipated; number and size of the cavities 
generated and collapsed; likely pressure pulses generated in the hydrodynamic, 
acoustic, or laser equipment for the chosen driving pressure recovery rate or 
frequency; and the likely chemistry associated with it. 

The important results to be expected from a laboratory study are the kinetic rate 
constants for various reactions as a function of net energy input. An analysis of the 
rate of product formation is an essential step. The model should emphaSize a 
quantitative relationship between the reactor performance and various scaleup 
parameters. The model should also include the characterization of the cavitating 
conditions existing in the laboratory test rig and an exploration of the possibility of 
generating similar cavitating conditions by means other than sonication, i.e., 
hydrodynamic, spark gap discharge, laser, or particle-induced cavitation. 

The reaction paths and associated kinetics for a variety of gas-liquid and 
gas-liquid-solid cavitation reactions were discussed in Chapters 4 and 5. Here we 
examine a few models for cavitation reactors. We first examine an approach 
proposed by Prasad-Naidu et al. (1994) for the gas-liquid cavitation reactor. While 
this approach is complex, the concept is applicable to a variety of cavitation 
reactions. We then examine methods of identifying the distribution of cavities and 
their collapse. These methods will be particularly important in an assessment of 
cavity distribution and the reaction zone in reactors of various scales. We then 
examine a pseudo-empirical method, namely, the cavitation yield model, that can 
be used to predict and scaleup reactor performance under the same energy require­
ments. The model can also indicate the energy efficiency of various cavitation 
conversion processes. Finally, we briefly evaluate the effect of "retained activation" 
on the performance of a loop or recycle reactor. This memory effect presents a 
special issue in any modeling effort involving a recycled reactor system. 

7.2. GENERAL CONSIDERATIONS FOR A GAS-LIQUID 
CAVITATION REACTOR MODEL 

A model for a gas-liquid cavitation reactor has to take into account the following 
processes: (1) the dynamics that lead to the high temperatures and pressures in the 
bubble to produce reactive intermediates as well as pyrolysis products, (2) the rate 
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at which the reaction products and other intermediates are released into the 
surrounding liquid medium, and (3) the rate at which the heat and mass transfer 
from bubble collapse are transferred into the surrounding liquid and the reactions 
between the transferred and produced intermediates and other species present in 
the liquid medium. 

7.2a. Bubble Dynamics 

The dynamics of a bubble are dominated by inertial forces since the Reynolds 
number for the flow is high. One can therefore use the Rayleigh-Plesset equation 
(see Chapter 2) for the purely radial motion of a bubble in inviscid liquids. The 
work done by the hydrodynamic or acoustic field goes toward increasing the kinetic 
energy of the liquid and toward doing work on the gas bubble. The assumption of 
an incompressible liquid becomes invalid toward the last stages of the bubble 
motion, and corrections for the compressibility of the liquid need to be incorpo­
rated. In general, the Rayleigh-Plesset equation can be integrated to find the radius 
of a bubble at any time, provided the initial velocity and bubble size are specified. 
The radius of the bubble increases as the acoustic pressure falls and should decrease 
as the pressure increases. The bubbles will not oscillate in this manner, but will 
collapse due to instabilities. Since the Rayleigh-Plesset equation cannot predict 
instabilities, a condition for the bubble collapse needs to be specified. Generally, it 
is assumed that the bubble collapses when the velocity of its wall reaches the 
velocity of sound in the surrounding liquid. Since this value of velocity is high and 
the bubble size is small, this assumption is generally considered to be reasonable. 

With the above set of assumptions, Figure 7.1 shows a typical result obtained by 
integrating the bubble dynamics equation (Prasad-Naidu et al., 1994). For the 
conditions shown in the figure, the radius of the bubble slowly increases from 2 to 
about 40 J..lm in about 20 J..ls. After that, the bubble size decreases rapidly to 30 J..lm 
and from there instantaneously (in a microsecond) to about 2 J..lm and below. While 
the growth process is isothermal, the shrinkage is adiabatic. Three regimes­
growth, oscillation, and collapse-that can be articulated from such a diagram are 
shown in Figure 7.2. Such bubble dynamics calculations form a basis for modeling 
cavitation reactors. The applications of these concepts to a batch gas-liquid 
cavitation reactor are described in Section 7.3. The reactions in a collapsing bubble 
occur in both the core and the liquid film surrounding the bubble core (see Figure 
7.3). The nature of the reactions occurring in the core and the film is discussed 
below. 

7.2b. Pyrolysis Reactions in the Bubble 

The temperatures and pressures generated in a bubble during collapse are 
generally very high. Hydrodynamic cavitation involves a somewhat lower intensity 
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Figure 7.1. Radius of bubble durinf growth and collapse under sinusoidal pressure wave (initial cavity 
size = 2.0 IUD, P. = 1.38 x IcY N/m and frequency = 25,000 Hz) (Reprinted from Chem. Eng. Sci. 49, 
D.Y. Prasad-Naidu et al. "Modeling of a batch sonochernical reactor," pp. 877-888, copyright 1994, 
with permission from Elsevier Science.) 

of energy release during bubble collapse and therefore comparatively lower tem­
peratures and pressures at the point of collapse. Acoustic cavitation involves more 
intense energy release and thus can create plasma-level temperatures and pressures. 
Laser cavitation will similarly create very high temperatures and pressures. In 
modeling a cavitation reactor, it is important to include all pyrolysis reactions for 
the components present in the bubble. Sometimes an assumption of equilibrium at 
the final adiabatic temperature and pressure is made, but this is normally considered 
to be a restrictive assumption. The modeling process requires knowledge of the 
bubble composition at the point of collapse. Once again, the application of these 
concepts to two specific reactions is discussed in Section 7.3. 

7.2c. Free Radical Reactions in the Liquid Film 

When a bubble collapses, the content of the mass (which includes reactive species 
as well as products) and heat are released into the surrounding liquid. The bulk 
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liquid is generally assumed to be well mixed. While in reality mass and heat 
diffusion takes place in the liquid film surrounding the collapsing bubble, often it 
is assumed that the contents are instantaneously released into the surrounding 
liquid. This assumption is quite a drastic one because the fragments can cool and 
the composition could change. It is also possible that the reactive intermediates 
diffuse out of a bubble as they form. Generally, free radical reactions could occur 
in the film surrounding the collapsing bubble. If the assumption of instantaneous 
release is accepted, then the amounts of products released by the bubbles are the 
same as the amounts calculated to be present in the bubble before its fragmentation 
using a free energy minimization procedure (Anbar and Pecht, 1964b). 

If the number of bubbles collapsing per unit volume per unit time, N, is known, 
the amount of reactive content being released per unit time per unit volume of the 
liquid is N X nb where nb is the amount of all products present in the collapsing 
bubble. The mass balances for these species and those present in the liquid can be 
easily written for a batch reactor. One can assume that the reactor is well mixed and 
hence the bubble contents released upon fragmentation are instantaneously mixed 
with the rest ofthe liquid. If the kinetics of these reactions are known, the model is 
then complete. Some details of the modeling of a batch acoustic reactor are given 
in the next section. 
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7.3. MODELLING A BATCH GAS-LIQUID ACOUSTIC REACTOR 

A model for a gas-liquid reaction in a batch reactor has been developed by 
Prasad-Naidu et al. (1994). The reaction considered is the formation ofI2 from KI 
solution. When a solution of KI is sonicated in a cleaning bath or through an 
ultrasonic hom, measurable quantities of ~ are liberated. While a number of 
investigators have qualitatively studied this reaction, the most comprehensive study 
has been conducted by Hart and Henglein (1985). They irradiated aqueous solutions 
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of KI in a batch reactor with 300 kHz ultrasound under argon, oxygen, and Ar-02 
mixtures of varying composition. They found the products formed to be 12 and 
~02. They also conducted experiments in the presence of ammonium molybdate 
which catalyzes the oxidation of the iodide ion by ~02 to iodine. Their main 
findings with regard to formation of 12 from KI are: 

• The rate of liberation of iodine increases with KI concentrations, but for a 
given KI concentration it remains constant with time. 

• Different rates of iodine formation are obtained when different gases such as 
N2, 02' and Ar are used. 

• When mixtures of Ar and 02 are used as dissolved gases in the KI solution, 
the reaction rate passes through a maximum at an intermediate composition. 
The model of Prasad-Naidu et al. (1994) tries to explain such results quanti­
tatively according to the following general framework. 

7.3a. Physical Description 

The physical description of the cavitation process upon which the model is 
developed is as follows: The cavities undergo three stages: formation, growth, and 
collapse. The reactions take place in the well-stirred liquid during the collapse stage. 
The KI solution is assumed to have a large number of nuclei in the form of small 
bubbles or a gas entrapped in the crevices of the reactor wall. When the liquid 
medium is subjected to ultrasonication, these nuclei grow and collapse. Most of 
them grow and collapse as transient cavities if the frequencies employed are lower 
than 100 kHz (Arakeri and Chakraborty, 1990). These cavities grow and collapse 
in about one acoustic cycle. The actual phenomena of heat and mass transfer during 
the growth and collapse of a bubble are very complex. The authors have, therefore, 
used a simple analysis by Flynn (1964). 

In this analysis, the entire growth phase and a part of the collapse phase are 
assumed to be isothermal whereas the rest of the collapse phase can be treated as 
adiabatic. The transition from isothermal to adiabatic during the collapse phase is 
assumed to occur when the internal gas pressure becomes equal to the vapor 
pressure of the liquid at the bulk temperature. The adiabatic collapse phase is 
assumed to end when the bubble wall velocity reaches the sonic velocity in the 
liquid medium. During the adiabatic collapse phase, the temperature and pressure 
inside the bubble increase due to compression, producing extreme conditions. This 
can result in the formation of free radicals from the water vapor and oxygen (if 
oxygen is present in the dissolved gas). Here the authors assume that at the end of 
the collapse phase the amounts of reactants, products, and free radicals present in 
the system can be calculated without considering the detailed kinetics of the 
reactions taking place in the gas phase. 
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The radicals released into the medium undergo several reactions, one of them 
being the oxidation of iodide ion. The mechanism of the mixing of these radicals 
in the liquid phase and their subsequent reactions are uncertain. Although the 
reactions are fast and may be controlled by the diffusion, the presence of microjets 
and shock waves creates significant mixing. Furthermore, upon collapse, a bubble 
may fragment and produce a number of bubbles. In the absence of a clear picture, 
the model assumed complete mixing in the vessel. Thus, the model involves the 
following set of assessments: 

growth and collapse of the cavity 
evaluation of temperature and pressure at the end of the collapse 
calculation of equilibrium compositions in the gas phase at the end of the collapse 

phase 
material balances for various species in the liquid phase in which the gas contents 

are assumed to mix instantaneously 

7.3b. Model Equations and Analysis 

Expansion and collapse are governed by the bubble dynamics equation, normally 
referred to as the Rayleigh-Plesset equation, and are given by Plesset (1949): 

(7.1) 

The liquid pressure at the bubble surface is related to the inner pressure by 

P (R) = p. _ 20 _ 4/J (dR) 
L I R Rdt 

(7.2) 

Here P j is the internal pressure of the bubble and is equal to P g + P v' the sum ofthe 
partial pressures of gas and vapor, respectively. Although the gas partial pressure 
changes inside the bubble as its radius changes, the amount inside the bubble 
remains the same. Hence 

(7.3) 

The external pressure is time varying and is characteristic of the acoustic field 
applied. Thus 

(7.4) 

Substituting Eqs. (7.2), (7.3), and (7.4) in Eq. (7.1) and rearranging, we obtain 
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(7.5) 

where k represents dR/dt. 
Equation (7.5) indicates that the bubble dynamics equation depends on a, the 

value of which differs for isothermal and adiabatic phases. Thus, for the isothermal 
phase, we solve Eq. (7.5) with the following initial conditions and by setting a = 1 
and Pv = Ps• 

Att = 0, R = Ro and R = 0 (7.6) 

The end of this phase also means the beginning of the collapse phase. Following 
Flynn (1964), the collapse phase begins when Pg becomes equal to Ps . The value 
of the bubble radius R at the beginning of the collapse phase is readily calculated 
fromPs by 

(7.7) 

During the second stage, no heat or mass transfer is permitted between the bubble 
and its surroundings. Therefore the pressure and volume of the bubble during this 
phase were related using the adiabatic gas laws. The bubble dynamics equation for 
R < R2 becomes: 

(7.8) 

The bubble collapse is assumed to end when the bubble wall velocity reaches the 
velocity of sound in the liquid medium. Its size then is denoted by Rr The initial 
gas pressure P gO is related to initial cavity size by 

(7.9) 

The temperature and pressure at the end of collapse are calculated from R2 and Rf 
as 

T - T (R IR )3(y-l) f- 2 2 1 
(7.10) 

and 

(7.11) 

Since the change in moles due to reactions in this case was found to be negligible 
« 3%), the moles in the bubble are 
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(7.12) 

Prasad-Naidu et al. (1994) calculated various parameters, such as y and (J for 
appropriate compositions. They found the collapse temperatures to fall between 
approximately 2100 and 3200 K, whereas the pressures varied between 80 and 120 
bar. 

These temperature and pressure profiles were ther. used along with the bubble 
compositions (at R2) to evaluate the equilibrium compositions at Rr This was done 
by calculating the composition leading to the minimization of free energy, through 
the SOLGASMIX program (Eriksson, 1975). The program yields as output the 
equilibrium compositions and fugacities of various species for any given tempera­
ture, pressure, and input concentrations. The expected products are also provided, 
which in the case of water were H20, the constituents of the gas 02,H, OH, and 
H02. The calculations showed significant formation of hydroxyl radicals (_10-3 

mol of OH per mole of water). 
The radicals provided by the SOLGASMIX program are released into the liquid 

phase, which is assumed to be well mixed. The reactions taking place in the liquid 
are given by Hart and Henglein (1985) as 

k. 

2KI + 20H -+ 2KOH + 12 

kJ 

2H02 + 2KI-+ 2KOH+12 + 02 

k4 

H02 + H02 -+ ~02 + 02 

ks 

20 + 2r + 2K+2Hp -+ 12 + 02 + 2KOH + ~ 

If sonication is carried out in the presence of the catalyst ammonium molybdate, 
H20 2 can also oxidize the iodide as 

H2 + 2KI -+ 2KOH + 12 

Based on this set of reactions, Prasad-Naidu et al. (1994) derived the following 
material balance equations: 
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(7.13) 

(7.14) 

(7.15) 

(7.16) 

Equations (7.13) to (7.16) have some interesting implications. The rate at which 
the radicals are released into the liquid phase, or nCi , reaches a steady state soon 
after sonication begins. Thus it is possible that concentration of radicals reaches a 
quasi-steady state, i.e., dC/dt = O. If simultaneously CB is sufficiently large, it can 
be assumed to be constant during the experiment and therefore the rate of iodine 
liberation also reaches a quasi-steady state. Thus, the model can easily explain the 
key features of the findings by Hart and Henglein (1985). 

The model requires the number of collapsing cavities per unit time. The authors 
have found this from experiments conducted with ammonium molybdate in which 
all OH goes into the formation of iodine. The n was found by them to be 2.6445 x 
101OIliter-s. They found the values of the rate constants by using the data with air 
as dissolved gas. Their predictions in the presence of air, nitrogen, and oxygen are 
compared with their data in Figures 7.4 and 7.5(a) and (b), respectively. As shown, 
the agreement is quite good. The most interesting feature of this model is its ability 
to predict the maximum when oxygen-argon mixtures are employed. These pre­
dictions, along with the data, are presented in Figure 7.6. The predictions are shown 
for two Ro values, 2.0 and 2.5 ~m. Though the rates are not predicted very well, the 
model does predict the maximum at about the same oxygen-air composition. 

The real phenomena occurring in even the simple reaction outlined above are 
rather complex. At best the present model, while providing significant progress 
toward the modeling effort, is only a reasonable approximation of the real phenome­
non and captures only its gross features. The model neglects heat transport and 
cannot explain the influence of gas thermal conductivity on H20 2 formation, which 
has been experimentally observed. The number of nuclei were determined from 
experiments that may not be feasible for other reactions. The fate of the bubble is 
sensitive to the initial radius RD. The model, however, does not provide a foolproof 
method of assessing this. Even though the collapse phase lasts for less than half a 
microsecond, the model assumes with success that thermodynamic equilibrium is 
attained. While this assumption appears reasonable in light of good experimental 
fit, more work on model systems for which the kinetics are known needs to be done 
so that we have a more solid foundation for the assumption. 
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Figure 7.4. Comparison of predicted and observed rates of iodine liberation under air atmosphere. 
(Reprinted from Chern. Eng. Sci. 49, D.V. Prasad-Naidu et al. "Modeling of a batch sonochemical 
reactor," pp. 877-888, copyright 1994, with permission from Elsevier Science.) 

An interesting modification of the above-described reaction is the decomposition 
of CCl4 in water in the presence of KI. Gandhi (1997), Rajan (1997), and Rajan et. 
at. (1998) showed that the sonolysis of KI solution containing CCl4 as a separate 
phase results in the formation of 12, but shows characteristics that are different from 
those observed when KI solution alone is sonicated. They also noted that the rates 
of iodine production in this system have been observed to be greater by nearly two 
orders of magnitude than those observed in the absence of CCI4• In the presence of 
CCI4, the rate becomes independent of KI concentration, the effect of a gas 
atmosphere becomes less pronounced, and the rate becomes time dependent. 
Furthermore, the average rate passes through a maximum as the dispersed-phase 
holdup is increased. The main reactions in the bubble are 

CCl4 + 2~O --7 CO2 + 4HCI 

The main reactions in the liquid phase are 
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CI +CI~ Cl2 

2KI + HOCI + HCI ~ 2KCI + 12 + ~O 

2KI + HOCl~ KCI + KOH + 12 

When the same model was applied to this reaction system, chemical reaction 
equilibria calculations showed that the chlorine produced was much greater than 
the hydroxyl radicals, and the model (Rajan, 1997) was able to account for the rate 
of decomposition of CCl4 and production of iodine. The significant increase in the 
oxidation rate has been found to be due to release of C12, CI, and HOCI, which act 
as a separate source of reactants to yield 12, Since all these quantitatively react in 
the reactor with KI, the rate becomes independent of KI concentration. The gas 
atmosphere was found to change continuously because of the formation of CO2 and 
02' This results in a change in the composition of gas bubbles with time, which 
reduces the effect of the initial gas atmosphere used. The presence of a dispersed 
phase reduces the number of bubbles because of attenuation and scattering, but 
increases them owing to interfacial cavitation, thus yielding a maximum at a specific 
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holdup. Figure 7.7 shows the comparison between the model predictions and 
observations of Bhatnagar and Cheung (1994). As shown, the model captures the 
basic features of reaction behavior. The destruction of CCl4 considered here is an 
example of the use of ultrasound in the destruction of polluting agents. As shown 
by Jensen (1996), the use of cavitation in the destruction of water pollutants is 
gaining more popularity. The model described above should be workable for other 
pollutants as well (Price, 1992). 

The w~akest part of the model is the assumption about the state of mixing in the 
reactor. Although the assumption of complete mixing works reasonably well, the 
reactions are so fast that the time scale of mixing is likely to be much larger than 
the time scale of various reactions. Future work needs to relax this assumption. 
Since no other gas-liquid reactors or gas-liquid-solid reactors are modeled in 
detail as yet, the study by Prasad-Naidu et al. (1994) provides a significant basis 
for expanding future work. In a recent study Sochard et al. (1997,1998) presented 
a model for homogeneous reaction in the presence of ultrasound. The model 
assumed uniform pressure but considered interfacial heat and mass transfer. The 
model equations were solved numerically using an orthogonal collocation method 
that included Chebychev polynomials for special integration together with the Gear 
method for time integration. As before, thermodynamic equilibrium was assumed 
at the end of the bubble collapse. The influence of physicochemical properties of 
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Figure 7.7. Decomposition of aqueous CC14 under sonication. (From Gandhi, 1997, with permission.) 
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gas and liquid and experimental conditions on maximum temperature and free 
radical concentration was derived. These authors found good agreement between 
theoretical predictions and experimental measurements for the effects of frequency 
and temperature on the production of free radicals in the bubble at the end of the 
collapse phase (see Figure 7.8). 

Gas-liquid-solid reactor modeling is very important and is more complex, 
because cavitation in this case mayor may not directly influence the reaction rate. 
At present a general model to predict the effect of cavitation on the gas-liquid-solid 
reaction rate does not exist. 

One of the most difficult and important elements in modeling a cavitation reactor 
is the appropriate characterization of the cavities (either alone or in the form of 
clusters) and the extent of the reaction zone under a variety of operating conditions. 
This subject is discussed further later in this chapter. 

7.3c. Further Improvements in the Model 

The model proposed by Prasad-Naidu et ai. (1994) and Gandhi (1997) assumes 
a uniform cavitational intensity or activity in the entire reaction bulk. Visual 
observations of the ultrasonic bath and the mapping of the mean pressures within 
the fluid bulk give a completely different picture. These observations indicate that 
the active cavitation zone is restricted to certain locations in the bath and that the 
mean pressure varies substantially with the location in the bath. These variations 
are due to the geometric arrangements of the ultrasonic transducers used for a 
particular bath to distribute the total energy. 

0.4-::r-----------------------------, 
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340 

Figure 7.8. Amount of free radicals formed at the maximum compression of the steady-state oscilla­
tions of a l00-J.lm bubble driven at an acoustic pressure amplitude P a = 1 bar and a frequency of 20 kHz, 
versus the liquid bulk temperature. (From Sochard et aI., 1997, with permission.) 
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The observed reaction yields in such a case strongly depend on the positioning 
of the reactor in the cavitating media. The situation is relatively simple if a single 
transducer is used as an ultrasonic power source. This is, however, not always 
possible owing to the limitations of each transducer in terms of maximum deliver­
able power. Again, the results will be quite reproducible on a laboratory scale if the 
total reaction volume is quite small compared with any cavitational zone volume 
at any location in the bath (usually it is a few cubic centimeters), but the results are 
likely to be different if the reactor volume is substantially larger than the cavitational 
zone volume. 

One possible way out of this impasse is to map the pressure fluctuations with 
dynamic pressure transducers and represent this pressure pulse in terms of fre­
quency amplitude spectrum by performing fast Fourier transform (FFT) on this 
pulse. This frequency-amplitude spectrum will vary, depending on the location of 
this dynamic pressure transducer or hydrophone. The next step is to solve the 
Rayleigh-Plesset equation for a single cavity (or a cluster of cavities). The cavity 
behavior obtained from the solution of this equation is then split into three regimes: 
growth (the cavity grows), oscillations (the cavity passes through the same diameter 
twice, i.e., during growth and collapse), and collapse. This cavity behavior occurs 
at different frequencies: low frequency for growth, intermediate frequency for 
oscillation, and high frequency for collapse. Thus, if the measured amplitude-fre­
quency spectrum shows a large number of high-frequency components, then that 
zone can be attributed to the collapsing cavities producing a maximum cavitational 
effect and so on. 

This picture is too simplistic because all the processes occur simultaneously and 
only a maximum probability for an event (i.e., growth, oscillation, or collapse) can 
be ascertained. Thus the reactor or a particular zone in the reactor is likely to be 
cavitationally more active if it shows the maximum probability of collapsing 
cavities. The larger the number of such zones in any reactor, the better the 
performance that can be expected in terms of cavitational-assisted transformations. 
The model described here is not predictive in terms of identifying from the first 
principle the zones of cavity formation, growth, oscillation, and collapse, but useful 
scaleup and design information (i.e., the location of mUltiple sources) can be 
obtained by this analysis. More details of this analysis are given in Section 7.4. A 
survey of the literature indicates that researchers who have used the local pressure 
measurements in a bath to locate their reactants have maximum success compared 
with those who have positioned the reactant randomly and have reported poorly 
reproducible results. 

Visual observations also indicate that the cavities often do not exist individually, 
but in the form of clusters, depending on the intensity and frequency of cavitation, 
the nature of the gas and liquid, etc. Photographs show vapor clouds that are actually 
a cluster or aggregate of cavities. The important difference between individual 
cavity behavior and the behavior of the cluster in relation to the driving 
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time-dependent pressure field was discussed in Chapters 2 and 3. Nevertheless, it 
is worth pointing out here the importance of shielding effect on reactor perform­
ance. 

The models of Prasad-Naidu et al. (1994) and Gandhi (1997) largely depend on 
the composition of the thermodynamically equilibrium species for a cavity collaps­
ing in a specific manner, and they have shown that these reactive species are 
produced in different concentrations if the cavity collapse conditions are different. 
As discussed earlier, an isolated cavity is influenced by the driving time-dependent 
pressure field, whereas a cavity surrounded by other cavities, as in the case of 
clusters, is influenced by the behavior of the cavities on the periphery of this cluster. 
A cavity within a cluster is insensitive to the pressure changes in the reaction media. 
Thus an isolated cavity behaves completely differently than a single cavity in a 
cluster in an identical time-dependent pressure field. The size of the cluster depends 
on many parameters, such as nucleation, zone of sonication, or width and length of 
shear layers (hydrodynamic cavitation), and hence the behavior of an individual 
cavity in isolation and in a cluster can give completely different concentrations of 
reactive species generated as a result of collapse. 

It is clear from this discussion that the proper characterization of the reaction 
zone, estimating nucleation in terms of probability, and using a cavity cluster 
instead of a single cavity would be some of the steps in the right direction for further 
development of the modeling effort. 

7.4. CHARACTERIZATION OF THE REACTION ZONE 

As indicated in the above-described model and its analysis, the most important 
step in the development of a cavitation reactor model is the proper characterization 
of the nature of the cavity and its distribution in the reaction chamber. Since 
imploding cavities are the sites for reactions, their size, number, and locations are 
needed to formulate appropriate chemical reactions as well as mass balances for 
the relevant chemical species. The proper mathematical characterization of the 
location and the distribution of the imploding cavities or cavity clusters is extremely 
difficult because this process is at best random and very little quantitative knowl­
edge is available on the relationship between the cavitation (hydrodynamic, acous­
tic, or laser) energy imparted to the reaction medium, and the size, number, and 
distribution of cavities generated from it. It is also more difficult to a priori identify 
the nature of the cavities (i.e., whether a particular cavity is in a growth, oscillation, 
or implosion mode). In the absence of such knowledge, the scaleup of the reactor 
can only be done on a qualitative or an empirical basis. In this section, we first 
outline a physical picture for the nature and the distribution of a cavity in various 
types of cavitation reactors. Then we present an analysis for cavity distribution 
based on the probability density function. 
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Knowledge of the reaction zone is very important for a reactor scaleup. Numerous 
attempts have been made to enlarge the reaction zone. In a hydrodynamic cavitation 
reactor, cavities can be formed in different shear layers. The major shortcoming of 
the ultrasound equipment lies in its directional sensitivity, i.e., the effects due to 
cavity oscillation collapse pertain to a very small area near the ultrasound horn or 
transducer because cavities do not travel far from the point of inception. This means 
that the entire liquid volume is not cavitated. Furthermore, the life of the cavities 
is very short, of the order of a few microseconds. There is a need to characterize 
ultrasonic equipment in terms of its directional sensitivity. A few attempts to 
alleviate this problem associated with ultrasound instrument have been made by 
using a tubular reactor with a transducer attached to each of its surfaces, thus trying 
to concentrate the ultrasound intensity at the center of the core. Multiple transducers 
have also bee~ used. Uniform cavitation can be generated throughout the system 
by irradiating the system with the same frequency as the resonant frequency of the 
reactor, but such a technique fails when the volume of the reactor is too large and 
resonant frequencies are below the sonic limit. In order to appropriately design and 
operate a cavitation reactor, it is necessary to map the cavitational intensity and 
hence the energy required for cavitation. 

In hydrodynamic cavitation, the cavity distribution will generally follow the flow 
streamlines, which depend on the reactor size and geometry and the degree of 
turbulence downstream of the orifice. While the concentration of the cavities is 
generally higher near the point of expansion, unlike the case in acoustic cavitation, 
the reaction zone in this case generally covers a larger portion of the reactor volume. 
An appropriate design of the vessel is once again important for uniformity in the 
cavity distribution. In optical cavitation, the fate of the cavity will generally depend 
on the prevailing fluid mechanics surrounding the cavity. 

The topics covered here form the basis for significant future work that needs to 
be done in this area. Cavitation reaction engineering will become a truly reliable, 
predictable, and scalable technology with a proper quantitative understanding of 
the nature of the cavity, along with its number and time-space distribution. More 
research in this area is strongly encouraged. 

7.4a. Physical Description 

The typical cavity radius obtained in the case of an acoustic or hydrodynamic 
cavitation reactor is on the order of 5 ~m or so. This cavity when formed will first 
grow and then will undergo a violent collapse or oscillation, depending on its 
location in the acoustic or hydrodynamic field. From the simulation reported by 
Moholkar and Pandit (1997), it is clear that the contribution to the overall cavitation 
effect by both smaller and larger bubbles is significant. Smaller bubbles (on the 
order of 5-10 ~m) grow larger (specifically about 150-200 times their original 
size) before a transient collapse. Since the time ofthe collapse of the bubble is very 
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small, heat transfer during the process is negligible and the collapse can be assumed 
to be completely adiabatic. The pressure and temperature pulse produced are 
directly proportional to the ratio of the maximum radius of the bubble just preceding 
the collapse. The pressure and temperature pulses produced by smaller bubbles are 
very high, but the zone of influence of these pulses is very small because it is 
proportional to the size of the bubble itself. The reverse is the case for larger bubbles. 
Here, since the growth of the bubble prior to a transient collapse is quite small, the 
magnitude of the pressure pulse produced after a transient collapse is low. The zone 
of influence of this pressure pulse is, however, quite large owing to the larger initial 
bubble size. 

As indicated in an earlier section, the entire radius and pressure pulse history of 
a bubble can be divided into three regimes: (1) growth, (2) oscillation, and (3) 
collapse (see Figure 7.2). These regimes are associated with certain ranges of the 
pressure for a cavity of specific size in a sonic field of a specific intensity at the 
bubble boundary in the bulk liquid. Just as in acoustic cavitation, the cavities also 
go through growth, oscillation, and collapse regimes in hydrodynamic cavitation. 
The driving force in this case is the turbulence field created by the flow expansion. 
The cavities generally follow the flow streamlines, but in some circumstances they 
could leave the streamlines and move toward the walls. The degree of turbulence 
affects the intensity of the bubble collapse. In optical cavitation, the cavities are 
formed at the points of laser impact and they grow, oscillate, and collapse based on 
the surrounding pressure field. 

Every bubble is associated with some natural oscillation frequency and the 
pressure pulses it gives out are at that frequency if its size at the end of one 
oscillation cycle is unchanged. Now as the bubble grows, the natural oscillation 
frequency of the bubbles decreases since it is inversely proportional to the size of 
the bubble and the reverse happens during the collapse phase. An assumption of 
independent oscillation of a single cavity can be made and collective oscillations 
of the bubble can be neglected. Thus the knowledge of the pressure pulses obtained 
at various frequencies can be translated to identify various regimes of operation, 
namely, growth, oscillation, and collapse. Each of these regimes is characterized 
by the pressure pulse given out by the bubble at the stage of oscillation. From 
simulations, it was found that when the pressure in the liquid near the bubble 
boundary was between 1 (at the start) to 0.5 atm, the cavity was in the growth stage. 
When the pressure was between 0.5 and 0.02 (the lowest during the entire life cycle), 
the bubble was in the oscillation regime. The cavity was at this point at its largest 
size and the pressure at this point started increasing abruptly. Any pressure above 
1 atm indicates that the bubble has started collapsing. Therefore 0.5 atm can be 
taken as the crossover pressure from a growth to an oscillation regime and the 
threshold between an oscillation regime and a collapse regime can be taken as 1 
atm. 
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This physical picture forms the basis upon which a quantitative model for cavity 
behavior and distribution can be developed. One such model and its analysis is 
described in the following section. 

7.4b. Reaction Zone based on Probability Density Function 

One method for the determination of the reaction zone is the statistical analysis 
of cavitational intensity as measured by the probability density function of bubble 
oscillation or collapse. The above-described physical model forms the basis for the 
determination of the probability of a bubble residing in a particular regime. Such a 
probability distribution provides a good appraisal of various regimes since the 
collapse of a cavity is an entirely random process. The two commonly used methods 
for analyzing random signals are the spectral density function (SDF) based on the 
frequency of random signals and the probability density function based on the 
amplitude of the signals. 

The probability density function for any parameter relates the possible values of 
a parameter to the probability that they will be observed in a real system. The 
probability of a particular event in a system occurring within a specified time 
interval is defined as the degree of belief held by the person providing the data that 
the quantitative system characteristic will have a value in a particular interval under 
specified conditions of measurement. In such assessments the probability associ­
ated with a value of a parameter corresponds to the relative frequency with which 
randomly sampled values would lie in different intervals of the allowed range of 
values in the limit as the number of samples goes to infinity. 

In a study carried out by Moholkar (1996), as shown in Table 7.1, seven different 
locations in a bath were chosen to evaluate the pressure and frequency signals. The 
pressure signals were measured by pressure transducers (PCB Inc.), which were 
made of piezoelectric crystals. The charge generated by the transducers was fed to 

TABLE 7.1. Locations of the Pressure Measurements in the Batha 

Coordinates of the location of pressure transducers in the bath 

Transducer No. X (cm) Y(cm) Z(cm) 

1 6.9 7.0 0.3 

2 5.2 4.0 0.3 

3 9.8 2.8 0.3 
4 8.7 9.1 0.3 

5 12 10.8 0.3 

6 3.0 2.9 0.3 
7 3.3 11.9 0.3 

"Data from Moho1kar (1996). 
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a charge amplifier and the output of the amplifier (voltage) was fed to an FFf-based 
Lecroy oscilloscope. The amplitude ofthe pressure pulse felt by the transducer can 
be calculated by converting the voltage reported by the oscilloscope into the charge 
actually generated and later converting the charge into the pressure pulse with the 
help of the calibration graphs provided by the transducer suppliers. 

The FFf of the input signal was obtained and voltages for different frequencies 
were noted in the range of 2 to 152 kHz. The frequencies beyond 152 kHz were 
neglected because of the limitations of the transducers. As shown in Table 7.1, the 
distance of the transducers from the bottom of the reactor (designated as Z) was 
kept at 3 mm. This distance was chosen because of early collapse of the bubbles 
and it is generally believed that cavitational effects are observed only in the close 
vicinity of the oscillating surface. 

A statistical analysis of the pressure signal was made in order to determine the 
probability of the bubble residing in three (i.e., growth, oscillating, and collapse) 
regimes. This is expected to provide a good appraisal of the regimes since the cavity 
collapse is an entirely random process. The pressure pulse values (i.e., the voltage 
values) were divided into certain ranges, such as 0-2 mY, 2-4 mY, and 4-6 mV 
(i.e., up to 0.5 atm) in a growth regime and so on as given in Table 7.2. The values 
of the voltages obtained at different frequencies were sorted according to these 
ranges and the number of pulses falling in one particular range were calculated. 
This number divided by the total number of pulses thus gives the probability of 
bubbles oscillating in one regime assigned to that range. In this way voltages from 
o to 6 mV were assigned to the growth regime, those 6 to 12 mV were assigned to 
the oscillation regime, and those 12 m V and up were assigned to the collapse 
regime. 

For an average of fifty runs, the distributions of the number of pressure pulses 
and probability as a function of voltage range for seven different locations were 
obtained by Moholkar (1996). A typical probability distribution for one such 
location is shown in Figure 7.9. It is clear from the figure that the bubbles in this 
location were predominantly in the growth and oscillation regimes. These and other 
similar results indicated that cavitational intensity decreases rapidly with an in-

TABLE 7.2. Voltage Ranges and Regime Specifications· 

Voltage Range 0-2 2-4 4-6 6-8 8-10 10-12 12-14 14-16 16-18 18-20 20-on 
(mV) 

Pressure 0.2 0.4 0.5 0.8 1.0 1.2 1.5 1.8 2.0 2.4 2.5 
(atm) 

Regimeb G G G 0 0 0 0 C C C C 

"Data from Moholkar (1996). 
bG = growth, 0= osci1\ation. and C = collapse. 
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crease in distance from the transducer to the bulk. The phenomena of cavity growth, 
oscillation, and collapse are random and two consecutive runs of the same time 
interval may yield entirely different results. In Moholkar's study, the number of 
cavities collapsing per unit time was far higher than those either growing or 
oscillating per unit time. 

The entire reactor can be mapped to find the probability of bubble growth, 
oscillation, and collapse. Their overall probabilities based on the results described 
in Figure 7.9 and similar results for other positions are shown in Figure 7.10. The 
probability density distribution thus provides a powerful tool for identifying cavity 
behavior and therefore the nature and number of reaction sites in a cavitation reactor. 
The study also indicates that if collapsing cavities are concentrated at one location, 
different arrangements of transducers or reactor vessels should be explored. 

In summary, it is generally known that a statistical analysis (such as a probability 
density function) of the pressure signals from an ultrasonic bath gives a very 
realistic picture of the distribution of cavitation intensity in the bath. If the 
probability density function peaks on collapse at a particular location, the bath is 
assumed to be highly efficient at that location, but if we want to distribute collapsing 
cavities, different arrangements of transducers or reactor vessels should be ex­
plored. If, on the other hand, the probability density function does not show peaks 
at all locations in the ultrasonic bath, then stirring is recommended to ensure a 
uniform residence time of the mixture in the cavitation zone. If a reaction vessel is 
to be kept in a bath, it should be placed at locations where the probability density 
function shows peaks in the oscillation regime. The alignment of the transducers 
should be such that at all locations the probability function peaks in the collapse 
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regime. Although this method suffers from severe limitations, such as collective 
oscillations of the cavities interfering with the resultant pressure amplitude obtained 
from the collapse of a single cavity, it forms a good basis for identifying the nature 
and extent of the reaction zone. While this discussion of PDF has been restricted to 
acoustic reactors, the concepts can be similarly applied to hydrodynamic and optical 
cavitation reactors. 

In a recent study, Romdhane et al. (1997) evaluated the effects of different 
parameters on the intensity profiles of the ultrasonic wave. The space and time 
distributions of the ultrasonic intensity were measured using a thermoelectric probe. 
The results showed that ultrasound propagation is influenced by the presence of 
cavitation bubbles, the flow regime, and the presence of solid particles. Some 
typical results illustrating the effects of acoustic frequency and power, solids 
concentration, and the presence of mechanical stirring on the intensity profile are 
shown in Figures 7.11 and 7.12. In these figures, the intensity is represented in terms 
of the difference between the steady-state probe temperature T eq and the medium 
temperature To' The results clearly indicate that a larger concentration of solids and 
the presence of mechanical stirring results in a decreased intensity away from the 
surface of the probe. Both solids and mechanical stirring thus have a homogeniza­
tion effect. 
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Figure 7.11. Intensity profile measured along the central axis of a hom (j = 40 kHz, power = 29 W) 
for different solid-to-volume ratios, ~, of the liquid. #, Pure water; +. ~ = 0.4 kglm3; o. ~ = 1.6 kglm3; 

*, ~ = 3.2 kglm3. Measurements were made in a flask (volume = 2500 cm3) in which the height of the 
distilled water was fixed at 16 cm. The solid (Japanese pearls) was maintained in suspension using 
magnetic stirring. (Reprinted from Ultrasonics Sonochemistry, 4, M. Romdhane et al., "Experimental 
study of ultrasound attenuation in chemical reactors," pp. 235-243, 1997, with permission from Elsevier 
Science.) 
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Figure 7.12. Influence of agitation on the intensity profile measured along the central axis of a horn 
(f = 20 kHz, power = 15 W): 0, stagnant water; +, medium agitated by magnetic stirring. Measurements 
were made in a flask (volume = 2500 cm3) in which the height of the distilled water was fixed at 16 cm. 
(Reprinted from Ultrasonics Sonochemistry, 4, M. Romdhane et al., "Experimental study of ultrasound 
attenuation in chemical reactors," pp. 235-243, 1997, with permission from Elsevier Science.) 

7.5. REACTOR DESIGN AND SCALEUP BASED ON THE CONCEPT 
OF CAVITATION YIELD 

The previous section showed the complexities in modeling a cavitation reactor. 
Besides the size, number, and distribution of cavities, the reactor model requires an 
appropriate energy balance. This would require knowledge of the percentage of 
energy that goes toward cavitation and subsequent chemical reactions, both of 
which are difficult to model and predict (see Chapter 8), which has not been 
successfully achieved so far. Because of these difficulties, an alternative approach 
to evaluate reactor performance that alleviates the detailed energy considerations 
has been proposed in the literature. A new concept of cavitation yield has been used 
to evaluate design and scaleup options for a cavitation reactor. In this new concept, 
the efficiency of a cavitation reactor can be defined in terms of cavitation yield as 

cavitation yield = measured effect/cavitation power (7.17) 

The measured effect is the amount of product generated in a fixed time. The 
cavitation power is the energy entering the reactor and is not, for example, the same 
as the electrical power consumed during acoustic cavitation. This can be assessed 
in a number of different ways, depending upon the nature of the cavitation. For 
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hydrodynamic cavitation, hydrodynamic pressure loss would give a good starting 
point. For acoustic and laser cavitations, this can be assessed by calorimetry, which 
measures the initial temperature rise of the system when the acoustic or laser 
irradiation is first switched on. For acoustic power, units can be quoted either as the 
energy emitted at the surface of the acoustic device in W cm-2 or the energy 
dissipated in the bulk of the sonicated medium (in W cm-3). In general, however, 
cavitation power is strongly related to the operating cost of the cavitation reactor. 
Several options for cavitation power are further discussed in Chapter 8. 

This method of evaluating reactor performance has so far only been used for 
acoustic reactors. Suslick (1989,1995) applied the concept to three types of acoustic 
systems using the reaction system for formation of 12 from a KI solution. Some 
details of this study are described in Chapter 8 and will not be repeated here. Since 
cavitation yield is a measure of energy efficiency of the cavitation process, this 
parameter can be used as a measure for the appropriate reactor scaleup. For an 
acoustic cavitation process, the above analysis indicates that a probe reactor is 
generally very energy efficient. Large-scale processes are generally continuous and 
may not use probe reactors. Cavitation yield can be used as a measure for scaleup 
particularly when the large-scale reactors are different from the laboratory ones. 

Suslick (1989,1995) examined the application of this concept to scaling up 
reactors for dryas well as liquid-liquid phase-transfer reactions. Based on this 
concept, he showed that for a dry phase-transfer reaction, a hexagonal bath in a 
continuous mode can be scaled up to a cavitation yield equivalent to a laboratory­
scale cup-horn reactor. For a liquid-liquid phase-transfer reaction, he considered 
the conversion of an organic chloride to a nitrile in a reaction medium of water­
toluene using an alkali metal cyanide and a phase-transfer catalyst. For this case 
the analysis indicated the liquid whistle to be an excellent economic choice for 
scaleup of processes of this type in that it is very inexpensive and has low electric 
energy demand. With a processing volume of 4 m3 h-1, the whistle reactor can 
produce 300 tons/year of the nitrile. The cavitation yield can thus be used as a 
vehicle for determining the appropriate scaleup. 

7.6. MEMORY EFFECT IN A LOOP CAVITATION REACTOR 

As indicated in Chapter 6, the concept of a recycle or loop cavitation reactor has 
significant commercial viability because such a reactor can be scaled up from 
laboratory to commercial scale without significant alteration in the basic configu­
ration of the reactor. While the specifics in this chapter are for the acoustic recycle 
reactor examined by Martin and Ward (1992), the concept in general can be applied 
to other types of cavitation reactors. The reactor has a number of advantages: the 
problem of penetration range for acoustic and laser cavitations is overcome; the 
residence time of reagents in the actively cavitated part can be controlled; and a 
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Figure 7.13. Performance of (a) batch and (b) continuous reactors with and without retained activation 
(memory). (From Martin, 1992, and Martin and Ward, 1992, with permission.) 

modular approach can be taken to the design, installation, and maintenance of the 
cavitation reactor module, which can also be used alone in the laboratory if so 
desired. 

The modeling of a recycle reactor requires the incorporation of the retained 
activation into the reactor performance. For this reason, it is important to consider 
which types of sonochemical reaction mechanisms are likely to be most susceptible 
to retained activation (i.e., "memory effect") and, therefore, to efficient scaleup. 
Proposed mechanisms can be divided into electrical, physical "hot spot," and 
mechanical. 

It is reasonable to expect that the effects of the electrical and "hot spot" 
mechanisms will be too short lived to lead to retained activation, unless their effect 
is either to modify the course of the reaction or to generate active species that are 
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self-propagating to a significant extent. However, mechanical activation, resulting, 
for instance, from surface damage or cleaning, could be retained for many seconds 
and minutes. 

A model to take account of memory effect on loop reactor performance is 
described by Martin and Ward (1992) and Martin (1993). The model incorporates 
memory effect in the model equations by assuming an exponential decay of the 
first-order rate constant with time, from k,s to k, for instance, from the point at 
which activated material leaves the cavitation reaction chamber. Figure 7.13(a) 
illustrates the effect of activity retention for a first-order reaction on the conversion­
time profile in a batch reactor. Similarly, Figure 7.l3(b) illustrates the results for a 
continuous reactor. In both cases, the volume, v, ofthe insonated zone was assumed 
to be 4 liters and the "silent" volume, V, was assumed to be 1.0 m3. The results 
clearly indicate that the memory effect is significant in the conversion-time profile 
for both batch and continuous reactors. The extent of the memory effect on reactor 
performance will depend on the nature of the cavitation reaction mechanism. 

7.7. CONCLUDING REMARKS 

In this chapter we briefly examined some qualitative, quantitative, and semiem­
pirical considerations for evaluation of cavitation reactor performance. The subject 
is rather complex and considerable future work is needed. The work should largely 
be focused on integrating the production and distribution of cavities with their 
implosion and the reSUlting chemistry. Only through such an integrated model can 
cavitation chemistry be controlled and optimized by adjusting the independent 
system parameters that affect the distribution and implosion of the cavities. While 
in the absence of a sophisticated model, the performance of various types of 
cavitation reactors can be qualitatively compared using the cavitation yield model; 
this model is not predictive. The probability density function of cavity clusters 
would be a good starting point for the development of a sophisticated model. 



ENERGY EFFICIENCY AND THE 
ECONOMICS OF THE CAVITATION 
CONVERSION PROCESS 

8.1. INTRODUCTION 

The objective of this chapter is to briefly outline energy efficiency and various 
economic considerations involved in converting the cavitation chemistry observed 
in a laboratory-scale operation into a commercially viable technology. First we 
examine the energy efficiency of the steps (see Table 8.1) involved in the cavitation 
conversion process. The overall economics (particularly the operating costs) of the 
cavitation conversion depend very much on the efficiency of the individual steps; 
energy efficiencies of the equipment are briefly outlined in Table 8.2. Various 
models for determining the energy efficiency of the cavity implosion are evaluated. 
A cavitation yield model that correlates overall reactor performance to the total 
energy consumption is evaluated. Finally, the energy efficiencies of cavitation 

TABLE 8.1. Steps for Energy Transformation 

Hydrodynamic cavitation 

~ pump ~ C" ~ T' 

Acoustic cavitation 

~ freq. generator ~ transducer ~ C ~ T 

Optical cavitation 

~ laser~ C~ T 

"C = Efficiency of single bubble or cluster cavitation. 

lIT = Efficiency of thermochemical conversion. 

277 
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TABLE 8.2. Energy Efficiency of Cavitation Equipment 

Hydrodynamic cavitation 

Equipment Energy efficiency (%) Range of flow rate (m31h) 

Pump (low pressure)( centrifugal pump) 50-70 > 10 

Pump (high pressure) (displacement pump) 20-40 <10 

Frequency generator 

Low frequency «I MHz) 

High frequency (> I MHz) 

Transducersa 

Piezomagnetic 

Coupling factor 

K 

Piezoelectric 

Acoustic cavitation 

Energy efficiency (%) 

45-70 

<45 

>70 

Feroxcube 

7AI 7A2 

Kearfert 

N-51 

Range of power 

P<200W 
I kW>P>200W 

P<IW 

Alfenol13 

Nickel Feo.87 Alo.!3 

0.25-0.30 0.21-0.25 0.32-0.40 0.15-0.31 0.25-0.32 

IR 11M (resonant freq.1 nat. mech. resonant freq.) Coupling factor, Kb 

1.0 

0.8 
0.6 

0.4 

Wavelength 
Type of laser (11m) 

Nd-YAG 1.06 

GaAs 0.9 

Ruby 0.694 

Nd-glass 0.530 

"Data from Mason (1966). 

Optical cavitationC 

Efficiency 
(%) Energy (J) 

0.1 0.02 

4 10-4 

0.013 7 

0.04 20 

0.0 

0.6 

0.8 
0.92 

Pulse 
duration (ns) 

10-25 

100 

3 

20 

Pulse Spectral 
repetition width (nm) 

100 S-I 0.5 
100 S-I 2.0 
20 min-I 0.04 

12 h- I 0.9 

bK~l indicates electrical energy conversion to mechanical energy over a wide frequency range with good efficienty. 
'Data from Tbyagarajan and Ghatak (1981). 

conversion processes are compared with those of other advanced oxidation proc­
esses. 

Second, this chapter compares the economics of the cavitation conversion process 
with those of other advanced oxidation processes. The comparison is largely 
illustrated with sample calculations and case studies. It should be pointed out that 
a comparison based on economics is not always definitive in making a final 



ENERGY EFFICIENCY AND THE ECONOMICS OF CAVITATION CONVERSION 279 

judgment on the value of a cavitation technology for a specific application. In some 
situations cavitation technology may provide a complex but favorable enhancement 
of the process that would not otherwise be possible. The final decision on the 
application of this technology for a specific purpose will depend on the value it 
brings to the process. 

8.2. EFFICIENCY OF ENERGY TRANSFORMATION 

8.2a. Steps for Energy Transformation 

A successful and economical design for a cavitation reactor requires an effective 
conversion of mechanical, electrical, or optical energy into the energy required to 
break chemical bonds. The steps generally followed for this conversion were 
previously shown in Table 8.1. The first major step is the conversion of mechanical, 
electrical, or optical energy into the energy required for the formation of cavities. 
For hydrodynamic cavitation, this is the local pressure reduction sufficient to form 
cavities. For acoustic cavitation, it is the acoustic energy required to form cavities. 
Finally, for optical cavitation, it is the optical energy required to rupture liquid film 
to produce cavities. Once cavities are formed, their implosion and the energy 
released from the implosions are of major importance. 

In a hydrodynamic cavitation reactor, the pressure loss through expansion is the 
major source of energy loss. The associated pumping cost is a major issue for the 
economics of the process. There is also energy loss associated with the formation 
and implosion of the cavities. While both capital and operating costs for hydrody­
namic cavitation are lower than those for acoustic cavitation, the intensity of the 
cavitation chemistry is also lower in the former case. The commercial applications 
of hydrodynamic cavitation are discussed in great detail in Chapter 9. 

As indicated in Table 8.1, the overall energy efficiency for the conversion has 
three components: (1) the efficiency of the equipment, such as a pump, frequency 
generator, transducer, or laser; (2) the energy efficiency associated with the forma­
tion and implosion of the cavities or cluster of cavities; and (3) the energy efficiency 
associated with the transformation of the energy released from cavity implosion to 
the energy required for the chemical transformation. For the three types of cavita­
tions considered here, these three types of energy efficiency are shown separately 
in Table 8.1. The letters C and T denote the energy efficiency associated with steps 
(2) and (3), respectively. 

In hydrodynamic cavitation, there is a substantial energy loss in the fluid pumping 
process. The loss depends on the flow rate as well as the pressure level. Different 
pressures and different flow rates will require different types of pumps. The energy 
efficiency associated with cavity implosion in hydrodynamic cavitation will depend 
on the level of turbulence in the flow. For example, orifices with small diameters 
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will cause larger pressure drops but also larger turbulence downstream, which will 
allow a larger amount of energy to be released during the cavity implosion. In an 
acoustic reactor, there will be electrical and heating losses as electrical input drives 
the mechanical motion of the transducer through the generator. In tum, the 
transducer motion must be transferred to the liquid medium, which involves 
coupling losses. While the technology for ultrasound generation is well developed, 
a good design of transducers and horns is important for an efficient conversion of 
electrical energy to acoustic energy and thereby for the success and cost effective­
ness of the ultrasonic process. 

The nature of the reaction media can not only affect the life of transducers and 
horns but it also determines the nature of the cavitation field and the resulting 
sonochemistry. Acoustic energy produces cavitation and chemical effects; however, 
the generation of cavitation bubbles also involves heating losses. The efficiency of 
the conversion of acoustic energy to the generation of an effective cavitation field 
is important. Finally, there will be attenuation of sound energy through the medium 
by bubbles or suspensions. Also, energy will be absorbed (and reflected) from 
stirrers, baffles, cooling coils, or any other devices in the reaction vessel. All of 
these energy losses should be evaluated in a large-scale-process because they affect 
the economics of the process. For optical cavitation, the energy associated with the 
generation of laser light and the transformation of laser energy into the formation 
of a cavity are major issues. This type of cavitation is generally too expensive for 
commercial applications. 

S.2b. Equipment Efficiency 

The efficiency of the cavitation conversion process very much depends on the 
efficiencies of the cavitation equipment involved. A brief summary of the equip­
ment efficiency for the three types of cavitation processes is given in Table 8.2. For 
commercial operations, along with energy efficiency, the durability (i.e., life) of the 
equipment is important. Significant progress in this direction has been made over 
the past few decades. 

S.2c. Energy Efficiency for the Cavity Implosion 

The basic physical phenomenon underlying cavitation chemistry is the nuclea­
tion, growth, and collapse of microbubbles, or clusters of microbubbles, giving rise 
to very high temperature and pressure pulses. These high temperature and pressure 
pulses are responsible for the physical and chemical effects of cavitation. The 
degree of cavitation intensity depends on two factors: the amplitude of the pressure 
variation and the frequency of the pressure variation. The literature on cavitation 
chemistry described in Chapters 4 and 5 has shown that the yields of chemical 
reactions can pass through maxima with a variation in either frequency or pressure. 
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It is also known that chemical yields can be improved significantly by choosing a 
driving frequency for the acoustic power input that matches the natural oscillation 
frequency of the reactor, thereby obtaining a resonance effect. A little work, 
however, is done to determine the optimum cavitating conditions (defined in terms 
of frequency and intensity of pressure waves) for the maximum energy efficiency 
for the cavity implosion. 

In order to choose among the frequencies of operation in a cavitation reactor, it 
is necessary to assess the variation in the efficiency of the reactor (defined as the 
energy output due to cavitational collapse divided by the energy dissipation rate 
required to collapse the cavity) with the variation in the operating frequency. In this 
definition of efficiency, it is assumed that the energy required to cavitate the liquid 
is small compared with the energy required to collapse the cavity. 

The following paragraphs outline a method for analyzing the energy efficiency 
of a cavity implosion. The analysis uses the first principles of fluid mechanics and 
numerical simulations to study the variation in energy input and output rates for 
the cavity implosion with the operating frequency. A wide range of frequencies 
(from 50 Hz to 100 MHz) have been examined. This range covers the hydrody­
namic cavitation reactor (typically operating between 50 and 1000 Hz), acoustic 
cavitation reactor (operating between 20 kHz and 1 MHz), and optical cavitation 
reactor (operating between 1 and 100 MHz). The intermediate frequencies be­
tween hydrodynamic and acoustic cavitation are also analyzed. The analysis is 
based on the following assumptions: 

1. In hydrodynamic cavitation, two extreme cases are analyzed based on the 
position of the cavity after its inception. In the first case, the cavity is assumed 
to escape the shear layer after its inception. In the second case, the cavity 
remains in the shear layer after its inception, as a result of which maximum 
growth is restricted by inertial and surface tension forces defined in terms of 
a critical Weber number. In reality, some cavities escape the shear layer while 
others remain within the layer. The percentage-between these two paths is 
extremely difficult to estimate. 

2. In acoustic cavitation, the acoustic field is assumed to be uniform. 
3. The analysis is based on a single bubble (isolated cavity). No bubble-bubble 

interaction is considered. 
4. The bubble is assumed to collapse when the bubble wall velocity exceeds 

the velocity of sound in the liquid media. 
5. The optical cavitation analysis follows the same mechanism for the bubble 

collapse as that used for acoustic cavitation. 

Energy Input Calculations. The energy dissipation rates were calculated for 
hydrodynamic, intermediate, and acoustic cavitation frequencies. An algorithm for 
the calculations is given below. 
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Hydrodynamic Cavitation. In a hydrodynamic cavitation reactor, the cavitation 
inception criterion is given by the cavitation number, which is defined as 

(8.1) 

Here P 2 is the recovered discharge pressure, P v is the vapor pressure, Vo is the orifice 
velocity, and p is the density of the cavitating medium. The value of the cavitation 
number is assumed to be equal to one, indicating that the pressure at the vena 
contracta is equal to the vapor pressure. Thus for any value of recovered P 2' the 
required orifice velocity can be estimated as explained below. 

The orifice velocity is calculated for an assumed recovery pressure. For this 
orifice velocity, the pipe velocity (Vp) is calculated by assuming the pipe diameter 
to be 1 in. (which is typical of our laboratory reactor). The orifice-to-diameter ratio 
is assumed to be 0.5. From the charts of permanent pressure loss versus orifice-to­
pipe diameter ratio, the discharge pressure from the pump is calculated correspond­
ing to the recovery pressure P 2' The discharge from the pump (Q) is then calculated 
by mUltiplying the velocity through the pipe by the area of a cross-section of the 
pipe. The product of the discharge and the pressure head loss gives the total energy 
dissipated in the system. This energy is dissipated in a zone extending approxi­
mately eight pipe diameters downstream of the orifice in which the pressure 
recovery takes place. 

Acoustic and Optical Cavitations. In acoustic cavitation, the threshold frequency 
required to generate and collapse the cavities is obtained from the graph of threshold 
intensity (I) vs. frequency if) reported by Mason (1991). This intensity multiplied 
by the area of the transducers through which it is transmitted gives the power input 
to the system in watts. Typically, the acoustic intensity is supplied from either an 
ultrasound hom or a bath. Here we consider the case of an ultrasound hom. The 
diameter of a hom is typically 1 cm (area 0.78 cm2). The threshold intensity 
multiplied by the area of the hom gives the power input. The optical cavitation is 
simulated by extending the acoustic cavitation for a high-frequency range (>1 
MHz). 

Energy Output Calculations. The energy output rates under different types of 
cavitation were examined by evaluating bubble behavior from the numerical 
simulation. An initial bubble radius of 10 ~m is taken for simulation to be typical 
of the values reported in the literature. The expansion and collapse of the bubble is 
governed by the bubble dynamics equation, 

Rd2Rldr + (312)(dRldti = (lIp)(P gO(RoIR)3y - 2alR - 4~(dRldt) - P ..)(8.2) 
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HereR is the instantaneous radius of the bubble, dRldt is the bubble velocity, d2Rld(l 
is the bubble wall acceleration, PgO is the initial pressure inside the bubble, p is the 
density of the cavitating medium, and P is the time-varying pressure in the bubble 
environment. The specific assumptions in this equation are as follows: 

1. Only one bubble is considered at a time; collective oscillations of the bubble 
(i.e., cluster effects) and bubble-bubble interactions are neglected. 

2. The liquid is assumed to be incompressible. 
3. The bubble content is assumed to obey the ideal gas law. 
4. The growth of the bubble is assumed to be isothermal while the collapse is 

adiabatic, i.e., heat and mass transfer effects in the collapse phase of the bubble 
are neglected. 

5. The program is terminated (i.e., the bubble is assumed to collapse) at a point 
when the bubble wall velocity exceeds 1500 mis, (the velocity of sound in 
water). 

6. The intensity of the acoustic field in case of acoustic cavitation is assumed to 
be uniform and constant. 

7. In hydrodynamic cavitation, two separate sets of assumptions can be made: 
the cavity escapes the shear layer after its inception 
the cavity remains in the shear layer after its inception, as a result of which 
the maximum growth is restricted by inertial and surface tension forces 
defined in terms of a critical Weber number. The results are described here 
with both of these assumptions. 

8. The initial conditions of the simulation are as follows: 

At t=O,R=Ro and dRldt=O. 

The value of P in both acoustic and hydrodynamic cavitation can be estimated 
in different ways. This can be explained as follows: 

Hydrodynamic Cavitation. The pressure variation in hydrodynamic cavitation is 
linear, with turbulent pressure fluctuation superimposed over it. The stepwise 
procedure for the calculation of the P in hydrodynamic cavitation as a function of 
time or distance downstream of the orifice is given below: 

1. First, knowing the values of the orifice and pipe velocities, the time for 
pressure recovery is obtained from Newton's law (8.3). 

2. To estimate the turbulent fluctuation velocities and the eddy frequency, the 
assumption of isotropic turbulence is made. In isotropic turbulence, the power 
input per unit mass is given as 

(8.3) 
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3. Power input per unit mass can be obtained by dividing the net energy input 
estimated as permanent pressure loss by the mass of water in the zone of 
pressure recovery. 

4. To estimate the turbulence length scale, a Prandtl eddy model is used. 
According to this model, the length is given as 

1= 0.08 d (8.4) 

where d is the diameter of the conduit. Here d is taken as the average of 
orifice and pipe diameters. With this, the turbulent velocity and the frequency 
of turbulent velocity fluctuations are estimated as 

(8.5) 

!= v'll (8.6) 

5. The local pressure without turbulence can be estimated on the basis of linear 
pressure recovery as 

(8.7) 

where't is the pressure recovery time. Using this mean pressure, the local 
mean velocity at a particular point downstream of the orifice is calculated. 
The turbulent velocity fluctuations have been superimposed on it assuming 
that a sinusoidal velocity variation in the instantaneous velocity is given as 

vln = v, + v'sin(2n!t) (8.8) 

This instantaneous velocity is used to estimate the local static pressure using 
Bernoulli's equation of the following form: 

(8.9) 

The following parameters for bubble growth and collapse can thus be obtained: 

the time for the bubble growth 
the time for the bubble collapse 
the minimum pressure reached in the bubble during oscillation 
the pressure in the bubble at a point when its bubble wall velocity exceeds 1500 

mls 
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Acoustic Cavitation. In acoustic cavitation, the variation in pressure is taken as 
sinusoidal. Here P is written as 

P.",=Po-PAsinwt (8.10) 

where Po is the bulk pressure (atmospheric), PAis the maximum pressure amplitude, 
and w is the angular frequency of ultrasonic irradiation given as 

w=21tf (8.11) 

The maximum acoustic pressure amplitude is calculated from the threshold inten­
sity of the ultrasound field for the frequency. It is given as 

(8.12) 

where I is the acoustic intensity (W/cm2), PL is the density ofthe cavitating medium, 
and C is the velocity of sound in the cavitating medium. 

Stability Criterion for the Bubbles. A solution of the Rayleigh-Plesset equation 
often shows significant bubble growth, on the order of 10 to 100 times their original 
size. A bubble, however, may not be stable at such a stage and its stability may be 
evaluated based on a Weber number stability criterion. The Weber number is defined 
as 

(8.13) 

where u is the bulk fluid velocity in the cavitation medium, dmax is the maximum 
stable bubble diameter, P is the density of the cavitating medium, and cr is the 
surface tension. For a stable bubble, the Weber number should be either less than 
or equal to one. 

For acoustic cavitation, the bulk velocity is defined as u = frequency of the horn x 
amplitude of oscillation of the horn. For hydrodynamic cavitation, u is the same as 
the turbulent fluctuation velocity, v', and its calculation was explained in detail in 
the section on hydrodynamic cavitation. When solving the Rayleigh-Plesset equa­
tion, the Weber number criterion has to be applied at every stage. 

Energy Balance During Bubble Lifetime. Apfel (1981) has given an energy bal­
ance during bubble oscillations. The energy stored in the bubble is released after 
its collapse. The work done by the bubble during its growth minus the work done 
by the bubble during its collapse is stored in the bubble as potential energy, which 
is released after its collapse. Consider a bubble of initial radius Ro pulsating in an 
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incompressible fluid of density p. The radius of the bubble varies with time 
according to the relation, 

(8.14) 

Here we assume that the pressure variation and the radial displacement ~b are in 
phase. As the bubble pulsates, the surrounding liquid is set into motion. If the 
frequency is low, it will move as if it is incompressible. This means that at any time 
t the total volume that is displaced outward through any spherical surface of constant 
radius R is independent of r. Thus the volume of displacement is 41tR2~b' at any 
arbitrary value of R at that time. Assuming ~b is small compared with the equilib­
rium radius Ro' we set R == Ro and obtain 

(8.15) 

Thus the displacement in the liquid varies inversely with ,1. It follows that the 
velocity dRldt also varies inversely with ,1. The assumption of incompressible flow 
on which these inverse-square laws are based is valid for a distance r smaller than 
the wavelength A for sound waves in the liquid. 

The kinetic energy of the mass of the liquid surrounding a pulsating sphere of 
radius r is given by 112 Metl..dRldti where Me/f is the effective mass felt by the 
bubble given by three times the mass of the liquid that would fill the sphere, 

(8.16) 

This kinetic energy minus the energy dissipated at the surface due to viscous effects 
is equal to the work done by the surface tension 0' and internal and external liquid 
pressures, Pi and Po, respectively. Extending this equation over the entire bubble 
life cycle, assuming isothermal growth and adiabatic collapse, we have, 

R ~ 

1l2Mefl.dRldt)2 - f(- 41llR dRldt)41tR2dR = f(Po + 2(JIRo)(RoIR)341tR2dR 

R2 

- f[(Po + 20'IRo)(R/RiY - 20'IR]41tR2dR (8.17) 

RI 
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Here Ro is the initial radius, RJ is the maximum radius during growth, and R2 is the 
radius when the bubble wall velocity crosses the sonic velocity in the cavitating 
liquid. The equation of bubble dynamics was solved for the conditions in both 
acoustic and hydrodynamic cavitation. Representative radius and pressure pulse 
history diagrams of the bubble oscillations are shown in Figure 8.1 (for case 1) for 
hydrodynamic cavitation and in Figure 8.2 for acoustic cavitation. The parameters 
for all the simulations are given in Table 8.3. 

Results and Discussion. For hydrodynamic cavitation, as mentioned earlier, we 
investigated two limiting cases for the cavity path. The results shown in Table 8.4 
indicate that a cavity residing in the shear layer dissipates much less energy than a 
cavity escaping the shear layer. This is because the growth of a cavity residing in 
the shear layer is restricted by inertial and surface tension forces (critical Weber 
number) rather than the surrounding pressure field. 

The calculated values of work stored in the bubble, the maximum and minimum 
radius ratio (at a bubble wall velocity of 1500 mls) RIRo' the corresponding 
pressures in the bubble, and the life-time of the bubble are given in Table 8.5. For 
frequencies exceeding 100 kHz, the bubble undergoes two or more oscillations 
before a violent collapse. For the conditions described in Table 8.5, the cumulative 
work stored in the bubble for each oscillation is estimated. The fact that the work 
stored in the bubble goes on decreasing with frequency implies that the energy 
output of the reactor per bubble also decreases with increasing frequency. 

The variations of energy output per bubble vs. frequency are shown in Figures 
8.3(a) and (b) for hydrodynamic cavitation cases 1 and 2, respectively and in Figure 
8.4 for acoustic cavitation. Here we see that the curve of output vs. frequency shows 
two peaks, one each in an acoustic and a hydrodynamic cavitation regime. This 
indicates that the energy output per bubble is not directly proportional to the 
frequency of operation. Therefore these results are useful in deciding the optimum 
frequency for the cavitation reactor, i.e., one at which the output from each bubble 
is maximum. In the case of a very high frequency (>1 MHz), the output again 
increases because of multiple oscillations resulting from a single bubble. 

The energy efficiency of the reactor can be defined as energy output per bubble 
divided by the total energy input to the reactor per unit volume. The energy 
efficiencies of hydrodynamic cavitation reactors as functions of frequency for cases 
1 and 2 are shown in Figures 8.5(a) and (b) and in Figure 8.6 for acoustic cavitation. 
It can be inferred from the figures that the efficiency of the hydrodynamic cavitation 
reactor decreases as the frequency goes up, while the efficiency of the acoustic 
cavitation reactor shows two peaks, one each at 20 and 100kHz, and passes through 
a minimum at 50 kHz. 



288 CHAPTER 8 

150-=~---------------------------------------, 

1-.147 kHz -',-----, 
" , 

/ ", , , 
\ 
\ 
\ 
\ 

\ 
\ 
\ 
\ 
\ 
\ 
\ 

a 

O~~rnmmmmmmmmm~~mri~rnmrnmmmmmmmmmmrrrnmrnmrnmnn 

O.OE+O S.OE-5 I.OE-4 1.SE-4 2.0E-4 2.SE-4 

TIme (Sec.) 

10-=~---------------------------------------, 

b 

8 
1-.319 kHz 

1=.147 kHz 

2 

O-=~mmmmmmmm~~~~mmmmmmmmmmmm~~mmmmmm~ 

O.OE+O S.OE-S 1.0E-4 1.SE-4 2.0E-4 2.SE-4 

Tima (Sec.) 

Figure 8.1. Representative radius (a) and pressure (b) versus time profiles for hydrodynamic cavitation. 
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TABLE 8.3. Conditions for Simulation Results 

Frequency IntensitylRecovery Initial bubble radius 
Type of cavitation (kHz) (W cm-2/atrn) (mm) 

Hydrodynamic 0.147 10 0.01 (case 1) 

1.87 x 10-4 (case 2) 

Hydrodynamic 0.208 20 0.01 (case 1) 

9.36 x 10-5 (case 2) 

Hydrodynamic 0.319 50 om (case 1) 

3.7 x 10-5 (case 2) 

Hydrodynamic 0.452 100 0.01 (case 1) 
1.87 x 10-5 (case 2) 

Hydrodynamic 0.748 300 0.01 

Intermediate 2 2 0.01 

Intermediate 5 3 0.01 

Intermediate 10 4 om 
Intermediate 15 4.5 0.01 

Acoustic 20 5 0.01 

Acoustic 50 6 0.01 

Acoustic 100 10 0.01 

Acoustic 250 20 0.01 

Acoustic 500 50 0.01 

Acoustic 1000 500 0.01 

Acoustic 10,000 500 0.01 

Acoustic 50,000 500 0.01 

Acoustic 100,000 500 0.01 

Here we have made an attempt to determine how energy input and output of a 
reactor varies with the operating frequency. As we mentioned earlier, the energy 
output rate is a function of bubble behavior in the given atmosphere. Therefore it 
is necessary to study bubble behavior under a range of frequencies generated by a 

TABLE 8.4. Maximum Bubble Radius Reached During 

Hydrodynamic Cavitation (Weber Number Criteriat 

Frequency (kHz) 

0.147 

0.208 

0.319 

0.452 

Max. bubble size (J.lm) 

1.8731 

0.9359 

0.3742 

0.1871 

"Maximum size cavity can grow if it stays in the shear layer. 
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variety of pressure transducers. In the present analysis it is also assumed that the 
cavity of the specified size already exists and the energy required to generate such 
a cavity has been neglected. 

The analysis presented here will enable the designer to determine the optimum 
frequency or an optimum range for acoustic and hydrodynamic cavitation reactors 
for a particular application. Although the total efficiency of the reactor will depend 
on the actual-number of cavities that get generated and collapse per unit of time 
(which in turn depends on whether the cavitating medium is aerated or any gas is 
bubbled through it during cavitation), the energy output per bubble is an indication 
of the reaction intensity of the cavitation reactor. 

0.7 

0.6 ........ 
GO 
0 

~ 0.5 
(/) 
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:; 0.4 0 
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a 0.1427 0.202 0.3196 0.452 0.783 

Frequency (kHz) 

Figure S~3. Hydrodynamic cavitation. Energy output per bubble vs. frequency. (a) case I and (b) case 
2. 
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S.2d. Cavitation Yield Model 

One gross method for assessing the energy efficiency of the cavitation conversion 
process is to define the term "cavitation yield" as 

cavitation yield = measured effect/cavitation power 

The measured effect is the amount of product generated in a fixed time. The 
cavitation power is the energy entering the reactor and is not necessarily the same 
as electrical power consumed. This can be assessed by calorimetry, measurement 
of the initial temperature rise in the system, such as when the ultrasonic irradiation 
is first switched on or when hydrodynamic cavitation first begins. Ultrasonic power 
units can be quoted as either the energy emitted at the surface of the ultrasonic 
device in W cm-2 or the energy dissipated in the bulk of the sonicated medium (in 
W cm-3). Various methods for determining the power input in the acoustic vessel 
are described in a later section. Hydrodynamic energy loss can be computed in terms 
of pressure loss in the orifice. Optical energy can be computed in terms of energy 
input by the laser. 

For every reaction system, cavitation yield exhibits an optimum with respect to 
the cavitation power. For example, Contarnine et al. (personal communication) 
presented the data shown in Figure 8.7, which indicate that for KI oxidation as well 
as the Michael reaction, the conversion per unit power input has optimum values. 
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Figure 8.3. (cont.) 
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Figure 8.4. Acoustic cavitation. Energy output per bubble vs. frequency. 

Similar results were reported by Ratoarinoro et at. (1995) for Michael addition of 
diethyl malonate with chalcone. In this system, toluene was used as solvent and 
potassium hydroxide as catalyst. While the optimum values ofthe cavitation yield 
may depend on the nature of the reaction and the reactor, they may form the basis 
for the appropriate reactor scaleup. 

Application to Acoustic Reaction. When the cavitation yield model is applied 
to an acoustic reaction, it is generally described as a sonochemical yield model. The 
efficiency of the energy input in the sonochemical reaction depends upon a number 
of parameters, such as the nature of the reaction vessel, the position of the ultrasonic 
probe within the reaction medium, and the method of ultrasound input to the 
reaction media. Contamine et at. (personal communication) examined the effects 
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Figure 8.6. Acoustic cavitation. Energy efficiency vs. frequency. 

of these parameters on sonochemical yield for the iodine liberation reaction. Three 
different types of reactor systems: a reactor immersed in a cleaning bath, a reactor 
with an immersed ultrasonic probe, and a reactor with the sonication through the 
walls were examined. Some details of the study are given below. 

Reactor Immersed in a Cleaning Bath. For this type of reactor, a comparison was 
made of the efficiency of three differently shaped vessels in a Kerry Pulsatron 55 
cleaning bath (35 kHz) filled with water containing 5% Decon 90 detergent at 25°C. 
The calorimetric measurements revealed that the maximum energy was transmitted 
into a volume of 55 cm3 using a lOO-cm3 round-bottomed flask. The results for 
iodine liberation were, however, quite different. By far the most efficient result was 
obtained using a 250-cm3 conical flask containing a 55 cm3 reaction mixture. When 
the results were combined to obtain a measure of cavitation yield, the combination 
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conversion of KI (O.D.) conversion of chalcone 

0.8,..------------r 1.0 
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Figure 8.7. Relationships between KI oxidation and Michael addition reaction conversion and acoustic 
power input (liquid height 4.4 em; sonication; 900 s). (From Contamine et al., personal communication, 
with permission.) 

of 55 cm3 reaction volume and a 250-cm3 conical flask gave the best results. This 
result can be rationalized in terms of the larger base area of the vessel, which gives 
a better transmission of energy, and the depth of the liquid in the vessel, which is 
related to the wavelength of sound in the medium. The optimum result is shown in 
Table 8.6. 

Ultrasonic Probe Immersed in the Reactor. For this evaluation, a Sonics and Ma­
terials VC600 sonicator system (20 kHz) was used to irradiate a 27.4-cm3 reaction 
volume. In this situation, the results show that for a fixed volume, the most efficient 
result is obtained using the horn with the largest tip diameter. This can be explained 
in terms of the improvement in energy transfer through a larger face of the 
irradiating source. The optimum result is described in Table 8.6. 

TABLE 8.6. Comparison of Sonochemical Yields for Different Reactorsa• b 

Probe (1.2-cm tip, 27.5 cm3 reagent). 
Tube reactor (1500 cm3 reagent) 
Bath (250 cm3 conical, 55 cm3 reagent) 

"From Mason and Berlan (1992) with pennission. 

35 
14 
10 

hsonochemical yield quoted in grams of iodine (liberated after 5 min) per watt (xlO-s). 
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Sonication Through the Walls of a Reactor. For this study, a small Branson pen­
tagonal tube reactor sealed at one end and with a volume of 1500 cm3 operating at 
40 kHz was first used as a reaction vessel. The pentagonal tube was then filled with 
water containing 5% detergent (Dec on 90), and a series of glass tubes containing 
the reaction mixture were inserted to serve as reactors. The effects of the change in 
cross-section of these tubes on the efficiency of the reaction reveals an optimum 
cross-sectional diameter of 26.5 mm, which is almost as efficient as using the 
pentagonal vessel itself as the reactor. This result is almost certainly related to the 
distance from the irradiating face to the glass wall of the inserted tube and the 
wavelength of sound in the water used as coupling fluid. This optimum result is 
given in Table 8.6. 

Comparison of Sonication Methods. The optimum values of the sonochemical 
yield obtained in these three different types of reactors are compared in Table 8.6. 
It is clear from these results that the order of effectiveness for the three methods is 
probe system > pentagonal reactor > dipped reaction vessel. The life of the 
transducer in a probe reactor, however, may be smaller than the one imbedded on 
the tube walls or the one used in ultrasonic bath reactors. It must, however, be 
emphasized that this cavitation (or sonochemical in this case) yield comparison is 
only valid for the particular instruments used and the sonochemical reaction chosen 
as a model. If an attempt is made to expand this scheme to include other reactors, 
care must be taken to ensure similar irradiation conditions. The irradiation fre­
quency affects the radical reactions of the type used in odometry, and other external 
parameters may also have a significant influence on the sonochemical yield. For 
some types of sonochemical reactions, it might be advisable to find another model 
reaction for estimating sonochemical yield. One possible reaction is polymer 
degradation, which relies on the shear forces produced on cavitational collapse and 
is not significantly influenced by the sonochemical generation of free radicals. A 
scaleup of the optimum sonochemical yield obtained for the probe reactor generally 
requires careful consideration of the details of the reactor design. 

Appropriate Power Measurement in Sonochemistry. Ratoarinoro et al. (1995) ex­
amined various ways of measuring power input in sonochemistry. They concluded 
that the choice of reference power measurements is of great importance when 
reporting results in sonochemistry. Great care should be taken when taking into 
account the generator-displayed power. The generator input and output electric 
powers, adequately measured, can both be used as references. The electrical power 
is important from an economics point of view, because it determines the energy 
cost; on the other hand, the output measurement is also interesting as the phase shift 
is determined, which is important for good tuning of the generator. 

The relationship of power to the chemical yield depends on the volume of the 
liquid. This means that the sonochemical yield, which can be defined as the 
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chemical yield divided by the electrical power input, depends on the acoustic load. 
It appears to be increased with the load, with a possible optimum value (see Figure 
8.8). In a recent study by Hagenson and Doraiswamy (1998) and one by Hagenson 
et al. (1994), optimum values of the liquid-solid mass transfer coefficient with 
respect to power input were similarly observed for two levels of liquid height (see 
Figure 8.9). Ratoarinoro et al. (1995) also found that the specific dissipated power 
(i.e., dissipated power per unit volume) was almost independent of the liquid height 
(see Figure 8.10), that is, of the volume. This dissipated sonic power is linearly 
correlated with the electrical power input or output, and the measurement of these 
different powers is important in order to make sure that every part of the ultrasound 
device works well. Their measurements should be carried out at regular intervals 
to ensure reproducible results. 

One of the important scaleup parameters is the relationship between the power 
distribution or intensity, measured in units of power flux, and the total power 
effectively (i.e., cavitationally) deposited in a given volume. Here we apply this 
question on an area-specific parameter to one that is volume-specific, as outlined 
by Martin and Ward (1992) and Martin (1993). While the analysis is given for 
acoustic cavitation, it can be adopted for laser cavitation. 

Because of the nature of the transducers in acoustic cavitation, the source of the 
ultrasound field will typically be a circular surface vibrating with frequency f and 
amplitude a as shown in Figure 8.11. An intensity 1 = 10 is delivered by the radiating 
face, defined by 

1 = 2rt2pf2a2c (8.19) 

100 
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Figure 8.8. Chemical yield versus generator specific input power for different liquid heights. H = 0, 

2.8;.,3.9; 0, 5.3 cm. (Reprinted from Ultrasonics Sonochemistry, 2(1), F. Ratoarinoro et aI., "Power 
measurement in sonochemistry," pp. 543-547, 1995, with permission from Elsevier Science.) 
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Figure 8.9. Relationship between liquid-solid mass transfer coefficient and acoustic power input at 
two different liquid levels. (Data from Hagenson et ai., 1994, and Hagenson and Domaiswamy, 1998.) 

and energy is dissipated largely through a main lobe of the ultrasound field 
subtending an angle from the normal. Intensity falls off with distance from the 
radiating face by cavitational dissipation and beam spreading until the intensity falls 
below the threshold intensity for cavitation: beyond this threshold distance, cavita­
tion is absent and energy is wasted in heat. In practice, at the frequencies most used 
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Figure S.lO. Chemical yield versus specific dissipated power for different liquid heights. H = to., 2.8; 
A, 3.9; 0, 5.3 cm. (Reprinted from Ultrasonics Sonochemistry, 2(1), F. Ratoarinoro et al., "Power 
measurement in sonochemistry," pp. 543-547,1995, with permission from Elsevier Science.) 
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Figure 8.11. Intensity, power dissipation, and volume of the "active" cavitation zone. (From Martin 
and Ward, 1992, and Martin, 1992, with permission.) 

for sonochemistry, 20-50 kHz, the effective range is a few centimeters, or at best 
a few tens of centimeters. If A is the attenuation constant, it can be shown using 
appropriate assumptions that the power dissipated in the cavitating zone is given 
by 

Zc 

P = J1t(ro + z tan 9)2AI(z)dz = 1tlo~(1- e- Azc) = Po(l- e- Azc) 

o 
(8.20) 

The power so dissipated can in turn be related to the measured conversion by means 
of an empirical constant. 

Looking at the above analysis, it can be seen that intensity, power distribution, 
and actively cavitating volume can in principle be correlated, at least for a single 
source; some uncertainties still remain regarding the interaction of multiple 
sources. However, the range of cavitationally effective ultrasound is limited 
even in gas-liquid systems, and will be more so in the many gas-liquid-solid 
systems of interest to sonochemists. Therefore, in scaling up batch reactors for 
industrial applications, some form of two-zone layout as indicated by the loop 
reactor is most appropriate. 
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Other Considerations. Sonochemical yield is a rather gross method for evaluating 
the energy efficiency of the sonochemical conversion process. In essence it is 
expected that in order to optimize a sonochemical yield there will be an optimum 
value for almost all the variables that influence cavitation. In addition, one might 
expect that these optima will be very precise so that great care will be needed when 
scaling up sonochemical processes. 

The use of sonochemical yield for reactor scaleup, however, has some inherent 
difficulties. For the same power input per unit volume of the reactor, we do not get 
the same value of the sonochemical yield for two reactors of different sizes, even 
if geometric similarity is maintained. The reason for this is the highly ·nonlinear 
nature of the phenomena associated with cavitation. Whereas reasonably uniform 
cavitation may be possible on the laboratory scale, the same cannot be achieved on 
a larger scale, where the cavitation occurs only in a limited zone of the reactor. 

At present, attempts are being made to identify different geometries and configu­
rations that can give reasonably uniform acoustic intensity in the sonication zone. 
However, methods are not available for predicting the performance of a larger 
reactor from experiments in a small batch reactor. Matters become more complex 
if a continuous reactor is to be designed based on the data collected on a batch 
system. 

When gas-liquid-solid reactions are involved, the particles undergo pitting and 
breakage during cavitation. Perhaps the particles can be sonicated in the absence 
of reaction and the resulting particles used during the reaction. This may produce 
no significant breakage during sonication. However, for such reactions, the increase 
in mass transport may not be the same for small and large reactors. 

A further interesting feature has been introduced by Martin and Ward (1992), 
who discovered the memory effect in such reactors. When a catalyst or a solid 
reactant gets sonicated, its surface gets partially cleaned and its activity increases. 
However, this activity does not fall to zero when the particle leaves the sonicator 
zone. It retains this activity for some time to come. While these authors considered 
an exponential decay of the memory, the effects may be more complex and need to 
be investigated further, possibly through pulse sonolysis. It is possible that the 
memory effects last for a period shorter than the average residence time in the stirred 
vessel. To ensure that only spent particles go to the sonicated zone, it might be better 
to have a stirred sectionalized column that will act as several stirred vessels 
connected in series. The memory effect in a loop reactor is further described by 
Martin and Ward (1992) and in Chapter 7. 

When a reactor consists of packed particles, these particles seriously scatter the 
ultrasound, thereby making a reactor scaleup based on the sonochemical yield 
model more difficult. The passage of fluidized particles through the sonicator offers 
a smaller alteration, but the sonicated zone might have to be enlarged for the proper 
scaleup. 
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Finally, we have no control over the rate of nucleation. A small and a large reactor 
might have different rates of nucleation. It is necessary to study the nucleation 
phenomena and try to find external nucleation sites that can be introduced as well. 
Alternatively, a stage might be introduced in the loop in which the reactants can be 
saturated with an inert gas. This will introduce a uniform nucleation rate with time 
as otherwise the contents slowly get degassed, thereby affecting nucleation. Ultra­
sonic reactors with the best potential for scaleup using the sonochemical yield 
model are listed in Table 8.7. 

While the above discussion is largely restricted to the sonochemical reaction, 
similar principles should be applied to hydrodynamic or optical cavitation. At 
present, however, there is no detailed literature available on this topic. 

S.2e. G-Method for Energy Efficiency 

In a recent study, Thoma et al. (personal communication) compared the perform­
ance of sonochemical conversions with other methods of conversion using a 
conversion efficiency concept from radiation chemistry commonly reported as the 
G method. They used this method to evaluate the efficiency of removal of a 
contaminant from an aqueous system in order to assess the economic suitability of 
the process for industrial application. The G method is based on the parameter G, 
which is defined as the number of molecules converted (reacted) per 100 eV input 
to the system. While the basis for the input to the system may be debatable, Thoma 
et al. (personal communication) used the energy drawn from the electrical outlet as 
the energy input. Thus all inefficiencies associated with conversion of electrical 
energy to sonic energy to chemical energy are included. Furthermore, in acoustic 
cavitation, the G value will be concentration dependent since the likelihood of the 
contaminant conversion in an environment with an essentially constant molar 
concentration of hydroxyl radicals (assuming that the radical mechanism is a 
dominant one) will be directly proportional to the contaminant's molarity. It is 
therefore important to note the concentration of the reactant and applied power level 
when reporting the G efficiency. 

A comparison of the G efficiencies for acoustic cavitation and other oxidation 
processes was outlined by Thoma et al. (personal communication). In the case of 

TABLE 8.7. Ultrasonic Reactors with Potential for Scaleupd 

Submersible transducer 
Probe system with flow celI 
Tube reactor (circular cross-section) 
Near-field acoustic processor (NAP) 

"From Mason and Berlan (1992) with permission. 
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supercritical water oxidation, estimates of both the heating and high-pressure 
pumping energy requirements were included; it was assumed that the heating 
requirements were mitigated by preheating the feed with the treated effluent, with 
an overall thermal retention of 80%. For photocatalytic treatment, the rated lamp 
power and the total reaction time were used to calculate the power input to the 
system. The data showed that the acoustic cavitation efficiencies (i.e., G efficien­
cies) obtained by Thoma et al. were lower than the ones obtained by other methods. 
However, no effort was made to optimize the energy efficiency in the acoustic 
cavitation method used by Thoma et al. The calorimetric efficiency of the reaction 
system studied by Thoma et al. was determined to be on the order of 10%, based 
on the nominal power supplied and the observed temperature increase in the system 
operated in the batch mode. The data of Thoma et al. (personal communication) 
suggested that the economics of acoustic conversion require an efficient conversion 
of electrical to sonic energy. 

Apart from using an acoustic system that delivers an efficient conversion of 
electrical energy, other options to improve energy efficiency include a combination 
of ultrasound with other advanced oxidation processes, such as hydrogen peroxide 
treatment, ozonation, or UV photolysis. Thoma et al. also suggested the use of 
electrolysis in the reactor chamber to provide oxygen bubbles as nucleation sites. 
This may reduce the power required for the cavitation threshold and more energy 
may be used for the growth and collapse of cavities and the generation of free 
radicals rather than the creation of cavity nuclei. In summary, it is clear that if 
cavitation reaction engineering is to become a commercially viable technology, 
more attention needs to be given to efficient methods for the generation and collapse 
of transient cavities. 

8.2e. Case Studies 

The energy efficiency of hydrodynamic and acoustic cavitation was examined by 
Joshi and Pandit (1993), Moholkar and Pandit (1997), and Pandit and Moholkar 
(1996) for three case studies: typical depolymerization and repolymerization, 
biological cell rupture, and hydrolysis of fatty oils. Their results are briefly 
described below. 

Depolymerization and Repolymerization. The energy input requirement for an 
equal decrease in the viscosity of a PEO solution was calculated for both acoustic 
and hydrodynamic cavitation. The values of energy required per milliliter of 
solution were found to be as high as 14337 Jlml for sonic irradiation, while in the 
case of hydrodynamic cavitation they were found to be negligibly small, 76 J/ml. 
This difference is, however, for a limited range of depolymerization. Acoustic 
cavitation was in general capable of depolymerization at a greater extent than 
hydrodynamic cavitation. For hydrodynamic cavitation, the increase in the viscos-
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ity observed in the case ofPEO solutions on continued irradiation was'not observed 
for CMC solutions, indicating that CMC polymerization (cellulose is a naturally 
occurring polymer) cannot be initiated within the range of intensity obtained in 
hydrodynamic cavitation. Acoustic cavitation, while less energy efficient, was 
capable of a larger degree of repolymerization of CMC. 

Biological Cell Rupture, A comparison of the energy input levels of conven­
tional cell rupture devices and a hydrodynamic cavitation setup presented an 
interesting set of results. The typical energy input levels for a cell to rupture to ~ 
similar extent under similar conditions are 

Mixer blender 1200J/ml 
Ultrasonic hom 600 Jlml 

Hydrodynamic cavitation setup 4.5 Jlml 

These results reveal that the energy efficiency of hydrodynamic cavitation is higher 
than conventional methods by an order of magnitude. Thus hydrodynamic cavita­
tion reactors open up opportunities for treating in a continuous manner the large 
amounts of broth required industrially. The range of the achievable extent of rupture 
for the first two methods, however, may be higher than that possible for hydrody­
namic cavitation. 

Hydrolysis of Fatty Oils. For hydrolysis of fatty oils after an initial period of 
100 to 200 min of ultrasonic irradiation, both the acid value and its rate of increase 
showed a significant increase. The rate of increase of the acid value after this initial 
period was found to be independent of the type of oil. While similar trends were 
observed for a loop system using hydrodynamic cavitation, the time of initiation in 
this case was quite high. The actual electrical power inputs were considered in 
calculating energy efficiency. Motor pump or ultrasonic hom efficiencies were 
neglected. Here the energy input rates were found to be 1384 Jlml for sonic 
cavitation and 1080 Jlml for hydrodynamic cavitation. Therefore it can be con­
cluded that conditions similar to those of an ultrasonic generator can be created 
downstream of the throttled cavitating valve. 

Conclusions. These three studies indicate that there is a tradeoff between energy 
consumption and the intensity of the reaction conditions. In general, hydrodynamic 
cavitation is less energy intensive but offers less severe reaction conditions than 
acoustic cavitation. Both hydrodynamic and acoustic cavitation compare favorably 
with conventional conversion processes in energy efficiency. 
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8.3. ECONOMICS OF CAVITATION CONVERSION PROCESSES 

One of the major applications of the cavitation reactor is the treatment of aqueous 
waste. The conventional processes that have often been used for either the destruc­
tion or the transformation of wastes are high-temperature incineration, amended 
activated sludge digestion, anaerobic digestion, adsorption, and wet air oxidation. 
Among these processes, the common literature has shown that the biological sludge 
process (activated or modified activated sludge process) is the most versatile for 
widely differing quantities and qualities of wastewater and even for water contain­
ing inorganic impurities. Wet-air oxidation and combustion processes are attractive 
for high organic loading (COD), i.e., when the exothermic heat of oxidation can 
self-sustain the process. 

Based on the published reports (Joshi et ai., 1985; Goodwin, 1991), it appears 
appropriate to compare ultrasonic conversion with the activated biological sludge 
process for an economic evaluation. Goodwin (1991) has shown that for hydrolysis 
of methyl benzoate, the cost of ultrasonic processing could be in the range of 0.15 
to 15 cents/kg, depending on the ultrasonic energy required for the reaction. The 
costs estimated by the U.S. Department of Energy for a waste-dump cleanup 
operation run in the range of 0.4 to 800 cents/kg of liquid waste, with typical costs 
of 15 cents/kg as an average. As seen from these figures, the costs associated with 
sonication and activated sludge processes are comparable and hence a detailed 
analysis should be performed based on the actual destruction and transformation 
rates observed for a specific effluent when treated under well-characterized cavita­
tion conditions. Such a detailed analysis is given for two separate case studies in 
the next section. 

8.3a. Case Study 1 

The costs of construction and the costs of operating an activated sludge process 
that treats effluent from the chemical industry have been reported in the literature 
in the form of the following empirical correlation: 

(8.21) 

where C is the construction cost in dollars (xl 0-3), Q is the effluent processing rate 
(million gallons per day), and Lo and Le are the inlet and outlet COD levels. 

If we take a typical case of the treatment of the effluent at a rate of 250 m3/day 
(0.066 mgd) having a COD reading of 2000 ppm to be brought down to 100 ppm, 
the process for which the reported correlation is valid is an activated sludge process 
which includes the cost of sludge disposal. 

Thus the total construction cost is 



308 CHAPTERS 

C = 485 X (0.066)0.S8(20001 1 00)0. 12 X 1.74* (8.22) 

= 250,000 dollars (8.23) 

*To correct for 1990 costs, the correlation has been developed in 1966 costs. 
If a 3-year depreciation period is considered, then the fixed cost is 0.11 centlkg 

of effluent treated (300 working days, 24-h operation) 
The typical operating costs of a similar plant have also been reported in the 

literature as $1588 per million gallons per day (1966 basis). Thus, to treat 250 
m3/day of effluent in 1990 (using the same correction factor), the operating costs 
are 0.07 centlkg. 

The total treatment cost then is 0.11 + 0.07 = 0.18 centlkg of effluent. As seen 
from the above analysis, this is still two orders of magnitude lower than the average 
cost estimates provided in the literature. It should, however, be noted that there is 
a difference in the cost of treating standard chemical wastes and those for treating 
hazardous wastes, including halogenated hydrocarbons. The literature also indi­
cates that the operating cost estimates could vary significantly (one or two orders 
of magnitude), depending on the nature of the effluent. 

In comparison, if sonic treatment is chosen for the same effluent quantity and 
quality (250 m3/day and a COD of 2000 to 100), the work by Sweet and Casdonte 
(personal communication) can be used to estimate the rates of degradation of 
organic effluents treated with sonication. Though the details of their equipment are 
not available, it can be assumed that they were working with typical power densities 
of 10 W/cm2• The reported rate constants for first-order degradation kinetics are in 
the range of 2 x 10-4 s-I to 1 x 10-3 s-I for the range of organic effluents typically 
digested in an activated sludge process. 

Let us consider an average value of k = 5 X 10-4 s-I for our case. To treat 250 m3 

effluent/day with a COD reduction from 2000 to 100, the average rate of degrada­
tion desired is 

rate of degradation = 250 m3/day x (2000 - loo)g/m3 (8.24) 

= 475,000 g/day (8.25) 

Thus assuming again a batch process, the average concentration of the contaminants 
that will provide the overall rate of degradation can be taken as (Cavg = (2000 + 
100)/2 = 1050 glm3). 

This gives the size of the sonic reactor required as 

desired rate of degradation = kl X Cavg x V (8.26) 
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475,000 = 5 X 10-4 X 3600 x 24 x 1050 x V (8.27) 

Therefore 

V = 10.5 m3, let us say 10.0 m3 (8.28) 

Let us now estimate the cost of a 1O.0-m3 sonic reactor having an average power 
density of 10 W/cm3 at the transducer surface. 

Goodwin (1991) reports the cost of a 5 m3 cleaning-type sonoreactor as approxi­
mately $75,000 to $100,000, with 30 kWh as operating power costs. Following a 
similar argument and an identical procedure, a 10-m3 sonic reactor would cost about 
$375,000 and would consume about 250 kWh. 

Thus the contribution of the fixed costs of treatment for the same quantity and 
quality effluent (250 m3/day, COD reduction from 2000 to 1(0) is 0.166 centlkg of 
effluent (3-year depreciation, 300 working days and 24-h operation). The operating 
costs can be estimated on the basis of 250 kWh of electricity consumption at a rate 
of 5 centslkWh as 0.12 centlkg of effluent. The total processing cost thus is (0.166 + 
0.12 = 0.29) centlkg of effluent. 

As can be seen from the calculations, sonochemical degradation is about 35% 
more expensive than the conventional activated sludge process, but it is still on the 
lowest possible scale of the hazardous waste treatment cost reported as 0.4 centlkg. 
Goodwin (1991) also discusses the fact that the cleaning bath type of reactor 
considered in this analysis is probably an expensive one, and immersible transducer 
types or flow types would enhance the ultrasonic energy deliveries by as much as 
15-fold with an appropriate design (Arakeri and Chakraborty, 1990; personal 
communication with Arakeri). It has also been pointed out that each degradation or 
conversion process must be optimized with respect to the cavitation intensity 
desired for the required physical and chemical change. Thus, other means of 
generating cavitation conditions (choice of the reactor or means of generating 
cavitation) can also offer substantial reductions in the processing costs. The 
problems of microbial sensitivity to sudden and unexpected toxic loads are well 
known for an activated sludge process, whereas sonication or cavitation-assisted 
degradation or conversion does not have a similar problem. 

Thus, from a process economics point of view, an optimum chemical route to the 
final product that might be economically most attractive requires knowledge of 
optimum cavitation conditions at the least possible cost. The preliminary economic 
analysis indeed suggests the utility of such an exercise, as can be seen from the 
detailed calculations. 

The scaleup effects, as discussed by Goodwin (1991), can be elaborated along 
the lines of chemical engineering principles, as was done in Chapter 7 for the 
cavitation reactor. The analysis provided here should encourage the possible users 
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of ultrasound to look into this mode of effluent treatment as an industrially feasible 
alternative. 

S.3b. Case Study 2 

In the absence of ultrasound, the conversion of benzoic acid (esterification) 
requires 90 min under reflux conditions to obtain 100% conversion. Ultrasound 
dramatically increases the rate of reaction so that under irradiation it is complete 
within 20 min at room temperature. The change in rate with the use of ultrasonic 
intensity (represented as amplitude of vibration of the transducer) is shown in 
Figure 8.12. It can be seen that the rate increases when the amplitude is increased 
between 1 and 5 JAm, but there is no further increase in rate when the amplitude is 
increased between 5 and 10 JAm. This can be attributed to the ultrasound causing a 
reduction in the ester droplet size within the aqueous phase between 1 and 5 JAm. 
This decrease in size increases the interfacial contact area between reagents and so 
increases the rate of reaction. There is no further decrease in droplet size between 
5 and 10 J.lm and so there is no further increase in the rate of reaction. 

The condition for optimum energy efficiency is shown in Figure 8.13; here the 
total ultrasonic energy delivered to the reaction mixture during the course of the 
reaction is plotted against the operational amplitude of the transducer. The mini-
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Figure 8.12. Concentration of benzoic acid versus time. (From Perkins, 1990, with permission.) 
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Figure 8.13. Acoustic energy delivered by sonic hom versus amplitude of vibration of hom. (From 
Perkins, 1990, with permission.) 

mum energy required is at 4 J..I.m; below this value, the reaction is proceeding too 
slowly; above this value, the reaction is being overirradiated and so ultrasonic 
energy is being wasted. The amount of ultrasonic energy (-100 kJ mol-I) is 
significantly less than the amount of thermal energy (>500 kJ mol-I) required to 
drive the reaction to completion. The amount of ultrasonic energy has been found 
to be dependent on the geometry of the reaction vessel; under the correct conditions 
it can be reduced by a factor of 15. Using this information, and other information 
on the capital and operating costs of ultrasonic equipment, it is possible to produce 
an estimate of the cost of using ultrasound to enhance a chemical reaction. 
Assuming the cost of processing is based on an electrical cost of approximately 1.5 
cents per kWh and a capital cost of 300 p W-I depreciated over 3 years, the cost of 
ultrasonic processing can be estimated to be on the order of 0.1-10 p kg-I, 
depending on the amount of ultrasonic energy required for the reaction. This cost 
is not prohibitive and indicates that once the appropriate equipment has been 
developed, large-scale sonochemical processing should be economically favorable. 

S.3c. Sonochemistry vs. Photochemistry 

It is interesting to compare the cost and energy of a typical photochemical reactor 
with a typical sonochemical reactor. Such a comparison is given in Table 8.8. As 
shown, a typical gas-liquid sonochemical reactor is comparable in both cost and 
energy efficiency to a photochemical reactor. The typical gas-liquid-solid reactor 
is much cheaper and far better in energy efficiency than a photochemical reactor. 
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TABLE 8.8. Comparison of Economics Between Sonochemistry and PhotochemistryQ 

Gas-liquid Gas-liquid-solid 
Photochemistry sonochemistry sonochemistry 

Source: 2S0-W quartz halogen 200-W cell disrupter JSO-W cleaning bath 
lamp (60% power) 

Approximate cost ($): 1800 1900 700 

Typical rates: 7moUmin IOmoUmin SOOmoUmin 

Electrical efficiency: 2mmoUkWh SmmoUkWh 200mmoUkWh 

"From K. Suslick, in Advances in Organometallic Chemistry, vol. 25, pp. 73-113, 1986, with permission of Academic 
Press. 

Earlier discussions also indicate that the energy dissipation level in the form of the 
cavitational activity can be increased manyfold by matching the driving frequency 
of the ultrasonic transducer with the natural frequency of the reactor. The compara­
tive results shown in Table 8.8 may very much depend on the nature of the reaction 
and the reactor, and the size of the operation. 

8.4. CONCLUDING REMARKS 

While much remains to be done on accurate assessments of the energy efficiency 
and the economics of cavitation conversion processes, this chapter indicates that 
both hydrodynamic and acoustic cavitations are reasonably energy efficient. The 
degree of efficiency, however, depends on the cavitation conditions, such as 
frequency, power input, and presence of a gas. Much needs to be done on the effects 
of bubble-bubble interaction and cluster formation on energy efficiency. While the 
cavitation process can compare well with other conventional processes on econom­
ics grounds, successful commercial operations will greatly depend on the ability to 
uniformly cavitate a large-scale cavitating medium. A full understanding of the 
appropriate scaleup processes will be needed. 



CAY-OX PROCESS 

9.1. INTRODUCTION 

In this chapter we outline the commercial viability of a patented cavitation oxidation 
process developed by Magnum Water Technology of EI Segundo, California­
CAY-OX. This process was partially developed under the Environmental Protection 
Agency's (EPA) Site program. A detailed description of much of the material 
presented in this chapter is given in the literature published by EPA and Magnum 
Water Technology (1994). The CAY-OX process uses hydrodynamic cavitation. To 
our knowledge, a similar process using acoustic cavitation has not been publicized. 
In principle, the concept of the CAY-OX process can be used with acoustic 
cavitation. 

As indicated in the CAY-OX process, the commercial viability of the cavitation 
chemical conversion may be best achieved through a hybrid process involving 
cavitation (hydrodynamic or acoustic) along with other advanced oxidation proc­
esses. The value added by the cavitation in many advanced oxidation processes will 
provide the best commercial potential. The advantages and disadvantages of various 
available technologies for treating VOCs in water, including the CAY-OX process, 
are listed in Table 9.1. 

9.2. DESCRIPI'ION OF PROCESS 

The CAY-OX process is designed to destroy dissolved organic contaminants in 
water. It uses hydrodynamic cavitation, ultraviolet radiation, and hydrogen perox­
ide to oxidize organic compounds in water. This process produces no air emissions 
and generates no sludge or spent media that require further processing, handling, 
or disposal. Ideally, end products are water, carbon dioxide, halides (for example, 
chloride), and in some cases, organic acids. A schematic ofthe process is shown in 
Figure 9.1. In the process, a cavitation chamber induces hydrodynamic cavitation, 
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TABLE 9.1. Comparison of Technologies for Treating VOCs in Water" 

Technology 

Air stripping 

Steam stripping 

Air stripping with carbon 
adsorption of vapors 

Advantages 

Effective at all concentrations; 
mechanically simple; relatively 
inexpensive 

Effective at all concentrations; 
removes a wide variety of VOCs 

Effective at all concentrations 

Air stripping with carbon Effective at all concentrations; 
adsorption of vapors combined no carbon disposal costs; can 
with spent carbon regeneration reclaim the product 

Carbon adsorption (liquid phase) Effective at all concentrations; 
low air emissions; relatively 
inexpensive 

Biological treatment 

Other enhanced oxidation 
processes 

CAV-OX® process 

Low air emissions; relatively 
inexpensive; low energy 
requirements; VOCs destroyed 

Effective at hw concentrations; 
no air emissions; no secondary 
waste; VOCs destroyed 

Effective at low concentrations; 
no air emissions; no secondary 
waste VOCs destroyed 

Disadvantages 

Inefficient at low 
concentrations; VOCs 
discharged to air 

VOCs discharged to air; high 
energy consumption 

Inefficient at low 
concentrations; generates large 
volumes of spent carbon 
requiring disposal or 
regeneration 

Inefficient at low and high 
concentrations; high energy 
consumption 

Inefficient at low 
concentrations; requires disposal 
or regeneration of spent carbon 

Inefficient at high 
concentrations; generally not 
effective for chlorinated 
aliphatic compounds; slow rates 
of removal; sludge treatment 
and disposal required 

High energy consumption; not 
cost effective at high 
concentrations 

High energy consumption; not 
cost effective at high 
concentrations; process 
mechanisms not well 
documented 

"From CAV-OX, a publication of Magnum Water Technology, El Segundo, CA, and "CAV-OX Cavitation Oxidation 

Process," Application analysis report, EPAl5401 AR-93/520, Magnum Water Technology, Inc., Risk Reduction 
Engineering Laboratory, Cincinnati, Ohio, 1994. 

which occurs when a liquid undergoes a dynamic pressure reduction while under 
constant temperature. The pressure reduction causes the formation of cavities that 
subsequently grow and collapse. The energy released from the cavity implosion 
decomposes water into extremely reactive hydrogen atoms and hydroxyl radicals, 
which may recombine to form hydrogen peroxide and molecular hydrogen. The 
cavitated liquid is processed through low-energy or high-energy advanced oxida­
tion steps that include hydrogen peroxide and UV radiation generated by mercury 
vapor lamps. In these steps, further oxidation occurs via hydroxyl and hydroperoxyl 
radicals, which are generated by the direct photolysis of hydrogen peroxide at UV 
wavelengths. 
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The skid-mounted CAY-OX setup consists of the cavitation chamber, UV reactor, 
and control panel unit (see Figure 9.1). Contaminated water is pumped through the 
cavitation chamber, where hydroxyl and hydroperoxyl radicals are produced. The 
water then either enters the UV reactor or is recycled through the cavitation 
chamber; the rate of recycle determines the hydraulic retention time. Magnum 
recycled water through the cavitation chamber to continue the generation of 
hydroxyl and hydroperoxyl radicals. Hydrogen peroxide is usually injected into the 
process, in line between the cavitation chamber and the UV reactor. In the UV 
reactor, the water flows through the space between the reactor wall and a UV 
transmissive quartz tube in which a UV lamp is mounted. The treated water exits 
the UV reactor through an effluent line. 

The CAY-OX process can treat a number of contaminants, such as atrazine, 
chlorinated organics, halogenated organics, petroleum hydrocarbons, pesticides 
and herbicides, polychlorinated biphenyls (PCBs), polynuclear aromatic hydrocar­
bons (PAHs), benzene, toluene, ethylbenzene and xylene (BTEX), cyanides, phe­
nol, bacteria, and viruses. A number of specific chemical species from industrial 
wastewater and groundwater that can be treated by the CAY-OX process are listed 
in Table 9.2. The cavitation process alone reduces contaminant concentrations by 
about 20 to 50%. The synergistic combination of cavitation and UV radiation can 
reduce contaminant concentrations by 95 to 99.99%. The CAY-OX process does 
not treat metals. It, however, does oxidize metallic ions or reduce metallic salts in 
the process of destroying organic contaminants. The process can be operated in one 
of the following modes: 

• cavitation chamber only 
• cavitation chamber with low-energy UV radiation and hydrogen peroxide 
• cavitation chamber with high-energy UV radiation and hydrogen peroxide 

Theoretically, a CAY-OX process of any size can be constructed and operated. 
The design is modular. For example, groups of 250-gpm units can be operated in 
parallel. Currently several units of 50-gpm capacity are in operation. The influent 
to the CAY-OX process may need to be monitored. A desirable influent charac­
teristic is listed in Table 9.3. Excessive solids may be harmful to the UV process 
even though they are not particularly disruptive to the hydrodynamic cavitation 
process. The CAY-OX I low-energy process requires a 230-V, 3-phase, 30-A power 
supply. An internal transformer supplies 120-V, single-phase, to-A power for the 
chemical feed pump and control panel. The CAY-OX II high-energy process 
requires a 480-V, single-phase, 30-A power supply, and a separate 120-V, single­
phase, to A power supply for the chemical feed pump and control panel. The 
process is free from scaling of the UV tubes. 

In a limited number of situations, a CAY-OX cavitation chamber and ancillary 
equipment can be used as a standalone process to reduce contaminant concentra-
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TABLE 9.2. Contaminants Treated by CAY-OX Processa 

Industrial wastewater 

Amines 

Aniline 

Chlorinated solvents 

Chlorobenzene 

Complex cyanides 

Creosote 

Hydrazine compounds 

Isopropanol 

Methyl ethyl ketone (MEK) 

Methyl isobutyl ketone (MIBK) 

Methylene chloride 

PCBs 

PCP 

Pesticides 

Polynitrophenols 

Cyclonite 

2,4,6-Trinitrotoluene 

Toluene 

Xylene 

Groundwater 

bis(2-chloroethyl)ether 

Creosote 

1,2-Dichloroethane 

Dioxins 

Freon 113 

MEK 

MIBK 

Methylene chloride 

PCBs 

PCP 

Pesticides 

PAHs 

Tetrachloroethene 

1,1,1-Trichloroethane 

Trichloroethene 

Tetrahydrofuran 

Vinyl chloride 

Triglycol dichloride ether 

CHAPTER 9 

"From CAV-OX, a publication of Magnum Water Technology, EI Segundo, CA, and ''CAV-OX Cavitation Oxidation 
Process," Application anaiysis report, EPAl5401AR-93/520, Magnum Water Technology, Inc., Risk Reduction 
Engineering Laboratory, Cincinnati, Ohio, 1994. 

tions by 50 to 80%. Some typical examples for such conversions are given in Table 
9.4. Although this operating mode is the least expensive, it normally is not effective 
for contaminants requiring high percentage reductions. Case study 1 provides an 
example of using the CAY-OX cavitation chamber only. In this case study, a 

TABLE 9.3. Desirable Influent Characteristicsa 

Characteristic Value 

Turbidity <25NTU 

Iron salts < 5 mglliter 

Color <25TCU 

Suspended matter < 10 11m 
Free product < 25 mglliter 

aprom CAV-OX, a publication of Magnum Water Technology, EI Segundo, CA, and 
''CAV-OX Cavitation Oxidation Process," Application analysis report, EPAl540/AR-
93/520, Magnum Water Technology, Inc., Risk Reduction Engineering Laboratory, 
Cincinnati, Ohio, 1994. 
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TABLE 9.4. Typical Hydrocarbon Conversion Results CAY-OX Chamber Only Tests 
(No UY, No H20z)G 

Percent Reduction 
TCERAW 

Benzene Ethyl benzene Toluene Xylene TCE (ppb) 

Protocol A 

67 11 37 65 1850 
54 39.6 53 51 60 1680 
41 71 49 59 45 1860 
32 20 43 NO 41 1680 

Protocol B 

37 44 38 38 38 1620 
37 43 37 37 37 1620 
40 NO 55 NO 33 993 

Protocol C 

23 54 31 38 24 1860 
17 60 26 42 22 1860 
19 53 26 35 19 1860 
16 24 20 23 18 1680 

"From CAV-OX, a publication of Magnum Waler Technology, EI Segundo, CA, and "CAV-OX Cavitation Oxidation 
Process," Application analysis report, EPAlS4OIAR-93/S20, Magnum Waler Technology, Inc., Risk Reduction 
Engineering Laboratory, Cincinnati, Ohio, 1994. 

Notes: Variations in percent reductions were the result of changing operating protocols. Neither ultraviolet radiation 
nor hydrogen peroxide was employed in this series of rests. 

NO = not derecred. 

CAY-OX process capable of processing 3900 gph was designed for Southern 
California Edison Co. to treat 3 million gallons of contaminated seawater with a 
high biochemical oxygen demand using the cavitation chamber only. 

9.3. PROCESS ECONOMICS 

Typical operating costs for the CAY-OX process are as follows: 

CAY-OX cavitation chamber only: about $0.5 per 1000 gal of treated water 
CAY-OX I low-energy process: about $2 per 1000 gal of treated water 
CAY-OX II high-energy process: about $4 per 1000 gal of treated water 

Table 9.5 presents cost data for three groundwater treatment methods: a filter 
carbon process, an air carbon process, and UV radiation plus hydrogen peroxide. 
The contaminant was benzene and the treatment goal was to reduce its concentra-
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TABLE 9.5. Economic Comparisons for Groundwater Treatment Systems for 
Reduction of Benzene Concentrations from 50 ppm to 50 ppb using CAY-OX Ia 

CAV-OX®I 
UV/hydrogen low-energy 

Item Filter carbon Air carbon peroxide process 

Capital cost 

Equipment 150,000 195,000 115,000 58,000 

Installation 20,000 30,000 20,000 3,000 

Total 170,000 225,000 135,000 61,000 

Annual operating costs 

Power ($O.08/kWb) 0 11,700 62,200 3,592 

Carbon 108,000 108,000 0 0 

Chemicals 0 0 12,100 1,741 

Maintenance 7,500 11,250 6,750 5,114 

Amortization (20% per year) 30,000 45,000 27,000 11,600 

Labor (air monitoring) 0 9,000 0 0 

Total 145,500 184,950 108,050 22,047 

Cost per 1000 gallons 11.07 14.07 8.22 1.67 

"From CAV-OX, a publication of Magnum Water Technology, EI Segundo, CA, and ''CAV-OX Cavitation Oxidation 
Process," Application analysis report, EPAl540/AR-93/520, Magnum Water Technology, Inc., Risk Reduction 
Engineering Laboratory, Cincinnati, Ohio, 1994. 

Notes: All treatment processes had a flow rate of 25 gpm and were used to treat 50 mglliter benzene in groundwater 
to 50 I1g1liter. Cost data provided by Magnum. 

tion from 50,000 J.l.gIliter to 50 J.l.g/liter. The results of the comparison, as shown in 
the last row, indicate that the CAY-OX process is considerably cheaper than the 
other alternatives. Table 9.6 presents the cost data for a lO-gpm CAY-OX I 
low-energy process and a conventional carbon adsorption process in treating two 
sites contaminated with BTEX, TCE, PCE, and chloroform. Once again, the 
CAY-OX process is shown to be a considerably cheaper alternative. 

In summary, technical feasibility and an economic assessment of the CAY-OX 
process indicate that the main advantages of this process are: 

• low capital cost 
• low operating cost 
• destroys organics on site, no transportation or residual liability problems 
• can be operated in a batch mode, intermittently, or continuously 
• fast time response from influent entry to exit of processed contaminant 
• flexibility of improving contaminant reduction through recycle mode 
• flexibility of adding additional modular components for changes in flow rate 

or degree of contaminant removal 
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TABLE 9.6. System Cost: Carbon System vs. CAY-OX I for Typical Groundwater 
Remediation Projecta 

Flow rate 10 gpm 
Contaminant concentration (ppb) 

Benzene Toulene Benzene Zylenes TCE PCE Chloroform 

Site 1 350 340 34 270 33 33 10 

Site 2 2 2 40 82 33 10 5 

Carbon System Costs 

The following calculations are based on primary contaminants and given flow rate. Prices were 
given by a local carbon vendor, calculated as SIlOOO gal and as a yearly cost. Basic equipment costs 
not included for carbon system. 

Site 1 42.5 Ib carbon/day @ $1.46/1b or $4.30 per 1000 gal $22,648/year 

Site 2 26.0 Ib carbon/day @ $1.46/1b or $2.46 per 1000 gal $13,855/year 

CAY-OX I System Costs 

Cost of CAY-OX system amortized over a 5-year period includes all opening costs. 

Site 1 Capital cost $35,000 or $2.08 per 1000 gal $IO,964/year 

Site 2 Capital cost $25,000 or $1.46 per 1000 gal $7468/year 

"Prom CAV-OX, a publication of Magnum Water Technology, El Segundo, CA, and "CAV-OX Cavitation Oxidation 
Process," Application analysis report, EPN540/AR-931520, Magnum Water Technology, Inc., Risk Reduction 
Engineering Laboratory, Cincinnati, Ohio, 1994. 

Note: Prices for both carbon and CAV-OX I systems are appropximate only and will vary according to additional 
contaminants encountered. 

• low hydrogen peroxide consumption 
• if required, minimal use of carbon for "polishing" 
• can be fully automatic, needs little or no monitoring 

• compact, low profile 
• minimal operator training time 

• safe 
• clean and quiet 

9.4. CASE STUDIES 

In this section we briefly outline the effective applications of the CAY-OX process 
to nine different case studies as listed in Table 9.7. The tenth case study was carried 
out at the University of Natal (SA). Each case study is briefly described. 
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Case study 

2 

3 

4 

5 

6 

7 

8 

9 

CHAPTER 9 

TABLE 9.7. Summary of Case Studies· 

Facility Contaminants 

VVood-treattnentSuperfund Pentachlorophenol (PCP), 
site, Pensacola, Rorida polynuclear aromatic 

hydrocarbons (PAH) 

Chevron service station, Total petroleum 
Long Beach, California hydrocarbons (TPH); 

benzene, toluene, 
ethylbenzene, and xylenes 
(BTEX) 

Presidio Army Base, San TPH,BTEX 
Francisco, California 

Chemical plant, East Coast Biochemical oxygen 
United States demand (BOD) 

Mannesmann Anlagenbau, Atrazine 
Salzburg, Austria 

Steel mill, South Korea Cyanide, phenol 

Chicken farm, Bridgewater, Salmonella 
Virginia 

Southern California BOD 
Edison, Los Angeles, 
California 

Corporacion Mexicana de Phenol, pharmaceuticals 
Investigacion en Materials, 
S.A. de C.V. (CMIMSA) 

Results 

PCP reduced by 96% 

TPH reduced by 99.94% 

Ethylbenzene and TPH 
reduced to nondetectable 
levels 

BOD reduced by 94.1 % 

Atrazine reduced from 
1000 Ilg/liter to 200 Ilg/liter 

Cyanide reduced by 55% 
using cavitation only and 
more than 99.9% using 
cavitation and UV radiation 

Samonella reduced from 
2,000,000 CFU/rnl to 0.8 
CFU/ml without hydrogen 
peroxide addidon; reduced 
to 0.01 CFU/ml after 
hydrogen peroxide addition 

reduced by 83.3 to 88.4% 
using cavitation only 

At high flow rates phenol 
was reduced to 
nondetectable levels 

"From CAV-OX, a pUblication of Magnum Water Technology, EI Segundo, CA, and "CAV-OX Cavitation Oxidation 
Process," Application analysis report, EPAl5401AR-93/520, Magnum Water Technology, Inc., Risk Reduction 
Engineering Laboratory, Cincinnati, Ohio, 1994. 

Case 1. Superfund Site for Wood-Treatment, Pensacola, Florida 

In mid-1992, Magnum used the CAY-OX process to reduce PCP in a leachate 
discharged from the soil-washing process of a wood-treatment Superfund site at 
Pensacola, Florida. The tests were carried out using a CAY-OX II high-energy unit. 
In the process, a SOO-gal polyethylene holding tank was used to collect leachate 
from the soil-washing process (without pretreatment) and served as a recycle vessel 
for the batch process test. The initial runs showed that little UV was being 
transmitted and that most PCP destruction was taking place in the cavitation 
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chamber, aided by the addition of hydrogen peroxide. PCP was generally reduced 
by 22 to 50%. 

The best results were obtained when the pH of the process stream was adjusted 
from 9 to 5.5, causing flocculation and sedimentation in the holding tank and 
resulting in a clearer influent to the CAY-OX process. With this clear influent, a 
96% reduction in PCP levels was achieved. The PCP and PAH levels in the influent 
varied from 900 to 15,000 ~glliter and 16,000 to 128,000 ~gIliter. Some typical 
effluent analyses after the CAY-OX process are given in Table 9.8. 

Case 2_ Chevron Service Station, Long Beach, California 

In late 1990, a CAY-OX I low-energy process was installed at a former Chevron 
service station to remediate groundwater at the site. Gasoline storage tanks at the 
site had leaked for several years, resulting in a groundwater contaminant plume that 
was migrating toward adjoining commercial property. Since the plume had spread 
over a large area, 12 wells were drilled at its periphery to feed the overall treatment 
process and prevent the plume from spreading further. The CAY-OX I process 
operated at a 10 gpm level in order to reduce TPH from 200 mglliter to a level that 
met local regulations. The process was operational 99 .9% of the time over the 2-year 
period. Because of potential variations in influent quality, 400 lb. of activated 
carbon were included in the process to handle any free product that might pass 
through the CAY-OX I low-energy process. The carbon was replaced once during 
the 2-year period. The UV lamps were replaced twice during the 2-year period. In 
early 1992, the 20 mglliter hydrogen peroxide injection before the centrifugal pump 
inlet was discontinued because tests indicated that it was unnecessary. 

As of late 1992, when the CAY-OX I low-energy process was shut down, the 
influent TPH level had been reduced from 190,000 ~gIliter to 120 ~gIliter, a 
reduction of 99.94%. The overall cost was $1.62 for every 1000 gal of groundwater 
treated. Some typical data on the effectiveness of the CAY-OX process for removing 
gasoline from groundwater are shown in Table 9.9. 

Case 3. Presidio Army Base, San Francisco, California 

A 20-gpm CAY-OX I low-energy process was used to remove VOCs from 
groundwater at a service station on the Presidio army base in San Francisco, 
California. The CAY-OX I low-energy process was combined with other equipment, 
including a vacuum extraction process for soil remediation, groundwater pumps 
and manifold, an influent holding tank with level controls, and the necessary 
electrical process and interlocks. 

Tests performed in 1993 indicate that contaminants in groundwater at the site 
were reduced dramatically with the application of this process. Some typical results 
are described in Table 9.10. Some additional results obtained with a 10-gpm system 
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TABLE 9.8. Case Study: Wood Treatment Superfund Site Effluent Analyses after 
CAV-OXa 

Test Run 

Test 3 

Test 4 

Test 5 

Test 6 

Test 7 

Test 8 

Compound Nameb 

Noncarcinogens 

Naphthalene 

2-MethylnaphthaIene 

I-MethylnaphthaIene 

Biphenyl 

2,6-Dimethylnaphthalene 

Acanaphthylene 

Acanaphthene 

Dibenzofuran 

Fluorene 

Phenanthrene 

Anthracene 

Carbazole 

Time 

0 

30 

60 

90 

0 

30 

60 
90 

120 

0 

30 

60 
90 

120 

0 

30 

60 
90 

0 

20 

0 

30 

60 
90 

0 

6100 

4000 

2300J 

1400J 

950J 

NO 

4400 

3400 

4600 

12000 

1200J 

370J 

Concentration pcp 
(kWb)/gal (Ppb) 

0 15,000 

25 2000 

50 1600 

75 650 

0 8700 

25 1900 

50 980 

75 200 

100 150 

0 1500 

25 1100 

50 540 

75 120 

100 100 

0 4000 

25 2700 

50 1700 

75 580 

0 0 

16 2000 

0 4500 

25 990 

50 120 

75 100 

Time IntervaIs( min) 

20 

450J 

640 
250J 

280J 

340J 

NO 

460J 

520J 

740 

4000 

170J 

NO 
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Compound Nameb 

Auoranthene 

Noncarcinogen Subtotal 

Carcinogens 

Pyrene 

Benzo(a)anthracane 

Chrysene 

Benzo(b )fluoranthene 

Benzo(k)fluoranthene 

Benzo(e )pyrene 

Benzo(a)pyrene 

Indeno( 1.2.3-cd)pyrene 

Dibenzo(a,h)antbracene 

Benzo(g.h.i)perylene 

Carcinogen Subtotal 

TOTAL 

Pentachlorophenol 

TABLE 9.8. 

0 

5500 

46.220 

3800 

700J 

720J 

NO 

NO 

NO 

NO 

NO 

NO 

NO 

5220 

51.440 

3200J 

325 

(cont.) 

Time IntervaIs( min) 

20 

3500 

11.360 

1500 

620 

630 

360J 

250J 

NO 

NO 

NO 

NO 

NO 

3360 

14.720 

NO 

"From CAY-OX, a publication of Magnum Water Technology, EI Segundo, CA, and "CAV-OX Cavitation Oxidation 
Process," Application analysis report, EPAl5401AR-93/520, Magnum Water Technology, Inc., Risk Reduction 
Engineering Laboratory. Cincinnati, Ohio, 1994. 

bAll concentrations are shown in parts per billion. 
CJ Denotes that the value is lower than the lowest linear . 

Note: ND = not detected. 

TABLE 9.9. Gasoline Removal from Groundwater. CAY-OX I System. Laboratory Unit" 

Retention Time (min) Influent (ppm) Effluent (ppm) Reduction (%) 

1.8 13.6 1.1 91.9 

1.8 12.0 0.5 96.0 
0.68 17.5 1.5 91.4 

5.4 14.4 1.2 91.6 

5.4 14.3 0.2 98.6 

1.08 12.5 1.3 89.6 
10.8 17.0 0.5 97.0 

0.054 20.0 3.0 85.0 

"From CAY-OX, a publication of Magnum Water Technology, EI Segundo, CA, and ''CAV-OX Cavitation Oxidation 
Process," Application analysis report, EPAl5401AR-93/520, Magnum Water Technology, Inc., Risk Reduction 
Engineering Laboratory, Cincinnati, Ohio, 1994. 

Notes: Average data points. No hydrogen peroxide used. 
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TABLE 9.10. Groundwater Sampling Results, August 20,1998 (Ilg/litert 

Sample point Benzene Toluene Xylenes Ethylbenzene TPH 

Influent 

Effluent 

450 

6 
44 

1.9 

100 

1.5 

25 

NO 
80 

NO 

"From CAV-OX, a pUblication of Magnum Water Technology, EI Segundo, CA, and "CAV-OX Cavitation Oxidation 
Process," Application analysis report, EPN540/ AR-93/520, Magnum Water Technology, Inc., Risk Reduction 
Engineering Laboratory, Cincinnati, Ohio, 1994. 

Note: ND = not detected. 

are given in Table 9.11.1t was detennined that the contaminant levels in soil required 
further remediation using the vacuum extraction process in conjunction with the 
CAY-OX I low-energy process. The overall cost was $1.75 for every 1000 gal of 
groundwater treated. 

Case 4. Chemical Plant, East Coast, United States 

A CAY-OX II high-energy pilot unit was used to remediate the effluent of a resin 
manufacturer. The waste stream was common to several of the manufacturer's 
facilities on the East Coast of the United States. Plant procedures required that the 
effluent be shipped offsite for treatment, resulting in high costs and potential 
liabilities. The high-energy process was chosen because of the types and concen­
trations of contaminants in the effluent. The unit consisted of a double reactor with 
a total UV output of 10 kW. Because the pilot unit consists of full-scale modules 
operating at 3 gpm, the results from this study can be directly extrapolated to 
full-scale lO-gpm or 25-gpm industrial processes, 

TABLE 9.11. Some Additional Data for Removal of VOCs from Groundwatera 

Analyte Influent Effluent 

Acetone 7800 34.1 

2-Butanone 9100 18.0 

Ethylbenzene 420 NO 
Methylene chloride 13,000 8.9 

Toluene 2700 110.0 

Total xylenes 1100 NO 

"From CAV-OX, a publication of Magnum Water Technology, EI Segundo, CA, and "CAV-OX Cavitation Oxidation 
Process," Application analysis report, EPN540/AR-93/520, Magnum Water Technology, Inc., Risk Reduction 
Engineering Laboratory, Cincinnati, Ohio, 1994. 

Note: ND = not detected. 
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During the process, 250 gal of effluent were first placed in a holding tank. The 
effluent was clear, somewhat viscous, and irritating to mucous membranes, with a 
strong odor. Hydrogen peroxide was then added to the holding tank to achieve a 
concentration of 100 mglliter, resulting in an opaque, beige-colored solution. 
Because this would decrease transmission of the UV radiation, most of the con­
taminant destruction occurred in the cavitation chamber. The test procedure was 
altered to allow maximum flow through the cavitation chamber; the flow was then 
directed through the UV reactors at 0.75 gpm. 

The CAY-OX II high-energy process, in this case, treated all constituents in the 
influent. Although nontargeted contaminants absorbed a significant amount of 
energy from the cavitation chamber and UV lamps, the BOD in the treated effluent 
was reduced by 94.1%. 

Case s. Mannesmann Anlagenbau, Salzburg, Austria 

A CAY-OX I low-energy process with a 3-gpm flow was used to treat groundwa­
ter from Mannesmann Anlagenbau of Salzburg, Austria, which was contaminated 
with the herbicide atrazine. Atrazine is manufactured and sold worldwide by 
Ciba-Geigy Corporation. The setup consisted of nine 45-W lamps contained in 
three stainless steel reactors, a hydrogen peroxide injection unit, a centrifugal pump, 
and the cavitation chamber. The atrazine solution at a concentration of 1 mglliter 
was fed to the CAY-OX I low-energy process from a 150-gal holding tank. The 
solution was processed using various protocols. In initial experiments, the altrazine 
concentration was reduced to 200 J.LgIliter (a reduction of 80%). With proper 
optimization of the process conditions, the effluent concentration of altrazine could 
have been reduced to nondetectable levels. 

Case 6. Steel Mill, South Korea 

Wastewater contaminated with phenol and cyanide from a major steel mill. in 
South Korea was treated by the CAY-OX process with three different setups: 

• a CAY-OX I low-energy laboratory scale unit 
• a CAY-OX I low-energy pilot-scale unit 
• a CAY-OX II high-energy unit 

The laboratory-scale unit consisted of a 55-gal, stainless steel holding tank, a 
1.5-hp centrifugal pump, and plumbing and bypass lines into three UV reactors. 
Each reactor was 3 ft long with three 45-W lamps, for a total UV output of 405 W. 
The reactors were plumbed in series. Effluent from the reactors flowed through the 
discharge lines. 
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The pilot unit, with a rated capacity of 3 gpm, had the same holding tank, a 2-hp 
centrifugal pump and one 6-ft low-pressure UV reactor with 60-W lamps for a total 
UV output of 360 W. The unit also included a control panel. Effluent from the 
reactors was either directed to the discharge lines or to the CAY-OX II high-energy 
unit. 

The CAY-OX II high-energy unit was operated either in series with the output 
from the CAY-OX I units or independently. In the latter case, it consisted of a 
cavitation chamber, centrifugal pump, and control panel. It also had an independent 
power supply for operating the high-energy lamps. Its UV reactor held one UV 
lamp rated at 2.5 or 5 kW. 

In all tests, cyanide concentrations tested were 0.65 mg/liter, 1 mg/liter, and 50 
mglliter. Phenol concentrations tested were 11 mg/liter, 20 mg/liter, and 200 
mglliter. The CAY-OX II high-energy process consistently oxidized KCN to non­
detectable levels with retention times of less than 4 min and hydrogen peroxide 
levels as low as 20 mg/liter. Using only cavitation and UV radiation, without 
hydrogen peroxide, KCN levels were reduced by 46%. The effluent met discharge 
standards. 

The CAY-OX I low-energy pilot-scale unit oxidized 1 mg/liter of KCN to 
nondetectable levels under the following conditions: 40 mglliter of hydrogen 
peroxide, 0.75 gpm flow rate, and 13 min retention time. Using 50 mg/liter of 
hydrogen peroxide, a flow rate of 1 gpm, and a retention time of 10 min, 1 mglliter 
of cyanide was reduced by 70%. Table 9.12 describes representative results for 
the CAY-OX II high-energy and CAY-OX I low-energy units. The CAY-OX I 
low-energy laboratory unit showed similar results. The total UV output of the 
laboratory unit was 360 W instead of 405 W. Similar results were obtained with 
sodium cyanide as the contaminant. 

Typical results for phenol are described in Table 9.13. The representative results 
of the combined cyanide and phenol tests are given in Table 9.14. Both of these 
tables once again show the effectiveness of the CAY-OX process. The operating 
costs for the CAY-OX I low-energy pilot-scale unit are estimated at $1.93 per 1000 
gal. 

Case 7. Perdue Farms, Bridgewater, Virginia 

Chickens contaminated with the bacterium Salmonella are a serious problem at 
U.S. chicken farms. In cooperation with Silliker Laboratories, the CAY-OX process 
was used to eliminate pathogens associated with chicken farming. The tests were 
conducted using a CAY-OX I low-energy pilot-scale unit in parallel with a CAY-OX 
II high-energy pilot scale unit. The CAY-OX I low-energy unit consisted of a 2-hp 
centrifugal pump, a cavitation chamber, a recycle loop, a low-energy UV reactor 
with 60-W lamps, and a control panel. The high-energy system included the same 
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TABLE 9.12. Cyanide Removalsa 

Hydrogen Cyanide in Cyanide in 
peroxide influent effluent Percent 

Test Aow(gpm) UV (walts) (mglliter) (mglliter) (mglliter) reduction 

CAY-OX II High-Energy Process 
1 2.5 2860 0 0.65 0.35 46 
2 0.75 2860 20 0.65 NO >99.9 
3 1 5360 60 SO 0.5 99 
4 2.5 5360 60 SO 0.5 99 
5 2 5360 60 2 NO >99.9 
CAY-OX Low-Energy Pilot-Scale Unit 
1 2.5 360 0 0.65 0.5 23 
2 360 60 SO 15 70 

3 2.5 360 60 11 4.95 55 

4 0.75 360 40 NO >99.9 
5 0.75 0 40 0.45 55 
6 360 60 11 0.6 95 

"From CAY-OX, a publication of Magnum Water Technology, EI Segundo, CA, and "CAY-OX Cavitation Oxidation 
Process," Application analysis report, EPAlS4OIAR-93IS20, Magnum Water Technology, Inc., Risk Reduction 
Engineering Laboratory, Cincinnati, Ohio, 1994. 

Note: NO = not detected. 

elements, an independent power supply, and a 5-ft UV reactor with a 2.5- or 5-kW 
lamp. 

In experiments, the influent containing Salmonella was injected with 220 ml of 
10% sodium thiosulfate. A flow rate of 1 gpm was used. The inoculated water was 
injected with 80 mg/liter of hydrogen peroxide and processed through the CAY-OX 

TABLE 9.13. Phenol Removalsa 

Hydrogen peroxide 
Phenol (mglliter) (mglliter) UVoutput Percent reduction 

11 0 0.36kW 18.2 
11 0 SkW 32 
11 60 5 kW (no cavitation) 77 
11 60 SkW 95.5 
11 60 Cavitation only 9 
12 60 0.36kW 87 

"From CAY-OX, a publication of Magnum Water Technology, EI Segundo, CA, and ''CAY-OX Cavitation Oxidation 
Process," Application analysis report, EPAlS40/AR-93IS20, Magnum Water Technology, Inc., Risk Reduction 

Engineering Laboratory, Cincinnati, Ohio. 1994. 
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TABLE 9.14. Combined CyanideIPhenol RemovalsQ 

Hydrogen 
Cyanide (mg/liter) Phenol (mg/liter) peroxide (mg/liter) UVOutput Percent reduction 

10 12 0 0.36kW 50 

10 10 60 0.36kW +5kW ND 

13.5 12 60 0.36kW 70 

20 20 0 25kW 97 

"From CAY-OX, a pUblication of Magnum Water Technology, El Segundo, CA, and "CAY-OX Cavitation Oxidation 

Process," Application analysis report, EPAl540/AR-93/520, Magnum Water Technology, Inc., Risk Reduction 
Engineering Laboratory, Cincinnati, Ohio, 1994. 

Notes: NO = not detected. 

units. Seven samples were collected and their analyses are shown in Table 9.15. As 
shown, the CAY-OX process cumulatively reduced the Salmonella concentration a 
total of eight orders of magnitude. 

Case 8. Southern California Edison, Los Angeles, California 

The CAY-OX process was used to treat 3 million gal of seawater contaminated 
with fluorescent dyes, lubricating oil, and detergent emulsions. The project was 
supported by Southern California Edison, a major U.S. utility company. The water 
consisted of reverse osmosis reject water and hydro test discharge water that was 

Sample No. 

1 
2 
3 
4 

5 

6 

7 

TABLE 9.15. Salmonella Study Results· 

Location Concentration (CFU/mliter) 

Untreated water from the 55-gal drum 

Water exiting the cavitation chamber at I gpm 

Water exiting the high-energy, 5-kW reactor 

Hydrogen peroxide-treated water from the 55-gal 
drum 

Hydrogen peroxide-treated water exiting the 
cavitation chamber 

Hydrogen peroxide-treated water exiting the CAV­
OX II UV reactor 

Hydrogen peroxide-treated water exiting the CAV­
OX II UV reactor 

2,000,000 

1,600,000 

0.8 

3 ,000,000 

1,900,000 

500 

0.01 

"From CAY-OX, a publication of Magnum Water Technology, EI Segundo, CA, and "CAV-OX Cavitation Oxidation 
Process," Application analysis report, EPAl540/AR-93/520, Magnum Water Technology, Inc., Risk Reduction 
Engineering Laboratory, Cincinnati, Ohio, 1994. 
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methylene blue reactive, indicating the presence of detergent compounds. The water 
also contained oxidized iron, which caused scaling at the liquid surface. 

Both UV radiation and hydrogen peroxide addition were not part of this treat­
ment. The seawater was fed into a high-volume cavitation chamber using a 2-hp 
centrifugal pump. This pump transferred the process seawater into the cavitation 
chamber at 65 psi. The cavitation chamber vacuum was maintained at 27 in. 
mercury and effluent line pressure at 6 psi. The flow rate varied between 2 and 4 
gpm. A 15: 1 ratio was recycled to the cavitation chamber for further treatment. 
Discharge from the cavitation chamber flowed to a holding tank. Treatment in the 
cavitation chamber reduced BOD in effluent samples by 83.3 to 88.4%. The average 
cost to treat 1000 gallons of seawater was $0.13. 

Case 9. Corporacion Mexicana de Investigacion en Materials, S.A. de C.v, 
(CMIMSA) 

In the spring of 1993, CMIMSA used a modified CAY-OX process to treat 
effluent from a pharmaceutical plant. Phenol was considered the dominant contami­
nant from this effluent. For this treatment, the CAY-OX II process was modified as 
follows: 

• UV window parts allowed UV output to be monitored with an optical monitor 
31 in. from the top of the reactor. 

• Engineering modifications substantially improved the UV lamp efficiency. 

With these modifications, the results were obtained with an influent concentra­
tion of phenol at 20 g/liter and with the addition of 60 mgniter of hydrogen peroxide. 
The results obtained are compared in Table 9.16 with those obtained in Case 6. 
These results indicate that the CAY-OX IIA modifications increased the reduction 
efficiency two to four times and allowed the measurement and comparison of UV 
flux over different operating protocols. 

Case 10. University of Natal, Durban, South Africa 

The University of Natal had undertaken a study to determine the effectiveness of 
hydrodynamic cavitation in the CAY-OX process for the disinfection of potable 
water. They evaluated the effectiveness of hydrodynamic cavitation alone for 
bactericidal efficiency using heterotrophic plate count (HPC) analysis. The project 
was designed to determine whether hydrodynamic cavitation could be used to 
disinfect raw water. Raw water was used as the inoculum because it was considered 
most representative of a water treatment project. The absolute numbers of colony­
forming units (CFUs) was of secondary importance compared with the change in 
the CFUs/ml, which is used to determine the efficiency of the process. 
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TABLE 9.16. Phenol Removal Comparison" 

Test No. Row (gpm) Percent reduction Method 

CAY-OX II (Case Study 6) 

1 95 Protocol A 

2 2 55 Protocol 8 

3 4 45 Protocol C 

4 6 39 Protocol D 

CAY OX II A (Modified CAY-OX Process, Case Study 9) 

2 100 Protocol 8 
2 4 99 Protocol C 

3 6 96 Protocol D 

"From CAV-OX, a publication of Magnum Water Technology, El Segundo, CA, and "CAV-OX Cavitation Oxidation 
Process," Application analysis report, EPAl5401 AR-93/520, Magnum Water Technology, Inc., Risk Reduction 

Engineering Laboratory, Cincinnati, Ohio, 1994. 

The results indicated that hydrodynamic cavitation alone can rupture cells, but 
is not successful in the inactivation of naturally occurring raw water bacteria. Some 
results were also obtained with acoustic cavitation and these indicated successful 
inactivation of bacteria. Hydrodynamic cavitation did not produce sufficient hydro­
gen peroxide for oxidation and therefore cannot be described as a major contributor 
to free radical production. This study indicated that while cavitation alone can be 
used as a technology for the disinfection of water, acoustic cavitation is more intense 
and produces stronger free radical concentrations than hydrodynamic cavitation. 
Wherever strong oxidation potential is required, hydrodynamic cavitation alone 
may not be effective. 



NOMENCLATURE 

Symbol 
a 
a 
a' 
A 
A 
b 

br 

bv 

B 
Bg 

L'o, L'1 
C, C 

Cd 
Cj 
Cp 

Cs 

Co< 
Co 
Cv 

d 
do 
dp 

D 
Ea 
f' 
fr 

Jr.f 
G 

Definition 
cross-sectional area of orifice, m2 

characteristic constant for gas concentration 
small variation in radius 
cross-sectional area of pipe, m2 

Arrhenius frequency factor in Eq. (4.3) 
damping coefficient 
radiation damping constant 
viscosity damping constant 
constant for the mixture of the bubble content 
constant for gas in the bubble content 
constants in Eq. (4.3) 
sonic velocity in cavitating medium, m s-1 
discharge coefficient CEq. 1.2) 
concentration of species i, g mollcc 
specific heat at constant pressure 
velocity of sound in water 
concentration of gas in the liquid at infinity 
saturation concentration of gas in the bubble 
specific heat at constant volume 
diameter of the conduit through which.an eddy flows, m 
diameter of orifice, m 
diameter of pipe, m 
diffusivity of dissolved gas 
activation energy 
friction factor 
resonance frequency of bubble 
frequency of the acoustic wave, Hz 
[a' / Po] ratio 

333 



334 

Symbol 
H 
I 

1,10 
ks 

k, kl, k2, kobs etc. 
K 

L 
L 

Lg 
UV 

m 
m' 

Meff 

Mv 
Mv 

P 

PA 
PACt) 

Pac 
PB 
Pf 
Pg 

Pg' 

P~ 

Definition 
difference in liquid enthalpy at bubble wall 
scale of turbulence, m 
acoustic intensity 
angular wave number 

NOMENCLATURE 

kinetic constants; unit depends on the order of the reaction 
thermal conductivity 
length of pressure recovery 
latent heat 
intensity of the acoustic wave, W cm-2 

thermal diffusion length in the gas 
time for pressure recovery in hydrodynamic cavitation 
mass diffusion inside the bubble 
mass diffusion outside the bubble 
effective mass felt by the bubble, kg 
a parameter defined by Eq. (2.123) 
mass of vapor inside the bubble 
number of moles in the bubble 
pressure per, t) = local pressure in liquid at radius distance r 
and time t 
acoustic pressure amplitude 
pressure threshold for rectified diffusion 
acoustic power 
Blake threshold pressure 
final recovery pressure, N/m2 
initial gas pressure in the bubble, atm 
mean pressure inside the bubble, atm 
pressure in the liquid at infinity; also equilibrium value of 
downstream pressure, atm 
recovered discharge pressure, atm 
internal pressure in the bubble (Section 2.3) 
pressure in the liquid just outside the bubble wall 
liquid pressure at transient collapse 
power input to the system per unit mass, W /kg 
maximum pressure that may be reached during bubble col­
lapse 
ambient pressure in the liquid 
saturation pressure of gas in bulk 
total pressure of gas and vapor in the cavity 
pressure downstream of the orifice at any time t, atm 
vapor pressure of liquid 
pressure drop 
heat flux (energy flow per unit mass per unit volume) 



NOMENCLATURE 

Symbol 
Q 
Q 
r 

rb 

R 
R 
R 

R* 
RB 
Rc 
Rg 

Rmax 

Rmin 

Ro 
Rr 
S 
S 

Sv 
t 
T 

T' 
1 
TL 

Tmax 

Tv 
Tv 
u 

U.V 
v' 
Vg 

Vv 

Vx• vy• Vz -, -, -, 
Vx• vy• Vz or 

, , I 

Vx• Vy. Vz 

vx• Vy. Vz 
V 

Vo 
Vp 

Vsh 

V, 
Z 

Definition 
discharge from the pump or liquid flow rate. m3 s-l 
internal pressure of gas in the bubble 
radial distance from center 
radial displacement of bubble 
radius at any time 
time variation of radius of bubble. rnIs 
hydrophobicity ratio in Figure 4.19 
critical radius 
threshold radius for Blake nucleation 
critical radius for stable oscillations 
gas constant 
maximum radius of bubble for transient collapse 
minimum radius of bubble for transient collapse 
initial cavity or bubble cluster radius 
resonance size of the bubble 
stiffness 
area of bubble surface 
specific heat capacity of liquid at constant volume 
time 
temperature 
mean temperature of bubble 
temperature of liquid far from bubble 
temperature of liquid 
maximum temperature reached during bubble collapse 
temperature of vapor 
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temperature parameter defined by Eq. (2.119) and (2.122) 
velocity at radius r; velocity of liquid in the pipe 
liquid velocity. ms-1 

isotropic turbulent fluctuation velocity. ms-1 

velocity of gas 
velocity of vapor 
instantaneous velocity of flow in x. y. and z directions. ms-1 

instantaneous fluctuation velocity in x. y. and z directions. 
ms-1 

time average velocity of flow in x. y. and z directions. ms-1 

volume of the gas 
mean velocity near the orifice. ms-1 

mean velocity in the pipe. ms-1 

velocity at cluster boundary. ms-1 

velocity downstream of the orifice at any time t. ms-1 

compression ratio of the bubble 
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Greek Letters 

Symbol 
a 
a 
a 

a 
aL 

W 
13 
13 

131 
Y 

y' 

[' 

Ob 
0' 
or 
Ot 
Ov 
11 
E 

T] 

e' 
).1 

).1' 

l/ 

~ 
~ 

~ 
~ 
p 

pv 
p; 
0 , 

Oc, Oc, OT 

't 

NOMENCLATURE 

Definition 
orifice-to-pipe diameter ratio, dimensionless 
a parameter in Eq. (7.3) 
ratio of initial bubble radius to the diffusion length; thermal 
diffusivity of the bubble; also RILgi 
absorption coefficient in Eq. (1.11) 
thermal diffusivity of liquid 
bubble fraction in the cluster, dimensionless 
ratio ofradii, RIRo 
ratio of orifice to pipe diameter 
various stoichiometric coefficients 
ratio of specific heats at constant pressure to constant volume; 
also a parameter in Eq. (7.10) 
fraction of the collapse energy conserved in the cluster, di­
mensionless 
PvOlLpv ratio 
bubble damping factor 
dimensionless excess temperature 
radiation damping factor 
thermal damping factor 
viscous damping factor 
phase shift given as tan-1 ['lIw/(S + 81to)] 
a parameter defined by Eq. (2.92) 
polytropic index 
small variation in temperature 
viscosity 
small variation in mass 
frequency 
radial displacement of the cavitating bubble, m 
y(TvPvO/pvLTo)2/(y-l) where PvO = equilibrium pressure in­
side the bubble and Tv = temperature of vapor inside the 
bubble 
transducer amplitude in Eq. (6.1) 
dimensionless bubble radius 
density 
density of vapor inside the bubble 
mean density of gas inside the bubble 
surface tension 
cavitation numbers 
time constant for hydrodynamic or acoustic cavitation(s) or 
time for the pressure recovery downstream of orifice, s 
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Symbol Definition 
t/ stress tensor 
cfJ velocity potential, entropy of bubble contents 

cfJ' parameter expressing ratio of bubble radius to diffusion thickness 
X a parameter defined by Eq. (2.113) 

'If' small variation in vapor pressure 
W angular frequency of the bubble 

Wr resonance angular frequency of the bubble 
.Qc volume of the bubble cluster, m3 

.0, volume of the liquid surrounding the bubble cluster, m3 
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