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Preface vii 

Preface 
by Hugo Hernandez 

By the time I graduated as a chemical engineer, I never imagined 
working with polymers, much less writing a book on this field. 
My first job was at a chemical company where different types of 
polymers, including polymer latexes, were manufactured. At first, 
polymers appeared to me as fascinating although mysterious 
materials, behaving completely different from the usual chemical 
substances I knew so far. I still remember the time when, by curiosity, 
I read the first scientific paper on emulsion polymerization. At that 
moment I was not able to understand much, but it was clear to me 
that I had found a fascinating but challenging topic. Then, I set a goal 
and began a journey toward understanding such complex systems. 

Eventually, I had the chance of working in research and 
development, particularly on different research projects involving 
emulsion polymerization. Even though I had learned after reading 
a lot of books and papers, as well as from my own experience in 
the lab, pilot, and industrial plant, I still wanted to obtain a deeper 
knowledge. That is when I decided to pursue my doctoral studies 
working on emulsion polymerization. 

In February 2006, I received an acceptance letter by Dr. Klaus 
Tauer, group leader of the “Heterophase Polymerization” group at the 
Colloid Chemistry Department of the Max Planck Institute of Colloids 
and Interfaces, for beginning my studies at the International Max 
Planck Research School on Biomimetic Systems. During the 4 years 
that I stayed at the Max Planck Institute, first as a doctoral student 
and then as a postdoc, I had the chance to dedicate myself to learning, 
in as much depth as possible, about polymers, colloids, physical 
chemistry, and mathematical modeling. It was also during that time 
when I realized that science is unfinished, and nothing from what 
I had learned so far was written in stone. Following the principles 
of good scientific practice established by the Max Planck Society, 
and with the guidance of Dr. Tauer, I officially began publishing my 
contributions to science in 2007. 

In 2015, inspired by the ideas of freedom of research, 
transparency, and public sharing of knowledge promoted at the 
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Max Planck Institute, I decided to create ForsChem Research (www. 
forschem.org). The main goal of this not-for-profit initiative is 
searching for a better understanding of different natural phenomena 
from a molecular perspective (and involving a lot of math, of course). 
All results obtained in this initiative are open and available to anyone 
interested in reading them. 

The idea of writing a book on emulsion polymerization was first 
mentioned to me by Dr. Tauer in 2010. Even though we did not have 
the chance to finish the project then, we decided to resume it again 
in 2019, but this time considering the broader field of heterophase 
polymerization. Thus, we tried our best to summarize our vision on 
heterophase polymerization, so that future generations might find it 
easier to understand and achieve even further progress. 

I am very much grateful to Dr. Klaus Tauer, my doctoral supervisor 
and co-author of this book, who devoted his lifework and curiosity 
to the science and technology of heterophase polymerization. I also 
want to thank Silvia, my beloved wife, for continuously supporting 
and encouraging me toward working on this book. I also want 
to thank my mother and my late father for all their teachings and 
support. I am also grateful to Jaime Aguirre, my master’s thesis 
advisor, for being my scientific peer and dear friend. I also want 
to acknowledge all the scientists that have contributed to this 
fascinating field (some of which I had the opportunity to meet), as 
well as all other colleagues that helped me in one way or another 
along this road. Finally, I would like to thank all the readers of this 
book for your patience (I hope you read it all) and, most of all, for 
your scientific curiosity. 

November 2020 

http://www.forschem.org
http://www.forschem.org
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Preface ix 

Preface 
by Klaus Tauer 

When a graduate starts career in the field of heterophase 
polymerization, she or he faces quite a challenge, because to be 
successful in this field, she or he has to deal intensively with two 
scientific areas, namely colloid science and polymer science. Typically, 
the beginner will find the basics of heterophase polymerization in 
standard textbooks that focus primarily on emulsion polymerization. 
One of its pillars is the Smith–Ewart model, which is more than 70 
years old. That is exactly how I started my professional career in a 
research institute in 1977. I quickly noticed some problems with this 
model, particularly regarding its applicability to various variants 
of emulsion polymerization. Following Renè Descartes “dubium 
sapientiae initium” (“to doubt is the start on the path to wisdom”), I 
started new projects to investigate particle nucleation and swelling 
of latex particles. 

All knowledge is preliminary, and hence with the availability 
of new experimental data, the modification of older models is 
necessary. Clearly, the same must apply to emulsion polymerization. 
We tried to do so in this book, at least partly. 

However, the history of emulsion polymerization research shows 
that more and more specific mechanisms to overcome some of the 
problems have been developed. Exemplarily, some new mechanistic 
assumptions for particle nucleation and radical entry appear, at 
least to me, to be detached from the generally valid scientific ideas. 
Just when nucleation is considered, this is a very general natural 
phenomenon and there is no reason to consider for emulsion 
polymerization a principally different framework. 

Visiting many scientific meetings over the last 40 years, I made 
the following remarkable observation concerning the relationship 
between heterophase polymerization and polymer science, on 
the one hand, and colloid science, on the other hand. For research 
polymer chemists, this topic is too boring and not hot enough 
mainly because it is a well-established industrial polymerization 
technique. For colloid chemists, heterophase polymerization is a 
“horrible” system because the parameters such as surface area and 
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composition are constantly changing due to the chemical reactions. 
This is probably the main reason that an own scientific community 
was founded in 1972, the International Polymer Colloids Group 
(IPCG), which organizes biannual international meetings. 

Retired since spring 2017 and looking back on my professional 
carrier, I come to the conclusion that heterophase polymerization 
gave me an extremely interesting working life, with only a few 
desperate hours but more often with joy due to new and surprising 
results in the border area between colloid and polymer chemistry. 
In this context, I acknowledge deeply the cooperation of former PhD 
students, technical staff, and colleagues at the Max Planck Institute 
of Colloids and Interfaces. 

Hugo Hernandez, one of the most talented students in my group, 
surprised me one day with a Brownian dynamics simulation to 
improve modeling radical entry in emulsion polymerization. This 
was for me the ignition to think about a new text on heterophase 
polymerization. Hugo did most of the work in finishing this book, 
and as his former supervisor, I am feeling honored and particularly 
thankful to him for the great job he did. 

Particular thanks is due to Prof. Dr. Markus Antonietti, Head of 
the Department of Colloid Chemistry, who gave me the freedom and 
the financial support to follow my research ideas. 

Finally, I am extremely thankful to my beloved wife, Birgit, who 
spent 50 years on my side and patiently tolerated my second big 
love, chemistry. 

The topics in the present book are our personal insight into this 
fascinating marriage of colloid and polymer science, and we offer our 
sincere apologies to all the colleagues whose excellent contribution 
to the field we had to omit. 

November 2020 
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Introducing an Alternative Understanding of Heterophase Polymerization xi 

Introducing 
an Alternative Understanding of 

Heterophase Polymerization 

A huge number of books already exist dealing with one or the other 
heterophase polymerization technique, specifically mainly with 
emulsion polymerization. An enormous amount of knowledge has 
been accumulated over the past 110 years of practical heterophase 
polymerization. So why is there a need for another book on 
heterophase polymerization? There is one main reason why this 
seems necessary to us. All books on emulsion polymerization 
deal in the kinetics sections almost exclusively with deterministic 
models. But in our opinion, there is the need and nowadays also the 
computational possibility to apply stochastic methods to elucidate 
heterophase polymerization. In addition, it is high time to make a 
step out of the box of the basic ideas established decades ago. We 
are discussing heterophase polymerization not only in the light of 
a different modeling strategy but also on the base of new concepts 
and experimental results, which allow drawing a more consistent 
general frame of heterophase polymerization. The general frame is 
set by complementary principles of classical thermodynamics and 
Brownian dynamics. 

In the following subsections, we will highlight some alternative 
ideas on how to deal with heterophase polymerization instead 
of relying on the ideas that have been established for more than 
70 years, particularly swollen micelles as nuclei for particles 
and instantaneous swelling of polymer particles, without being 
experimentally confirmed. 

Before starting, we wanted to include some additional thoughts 
for approaching this or any other scientific text. The scientific 
knowledge at a given time is provisional and imperfect. Due to the 
presence of uncertainties, we will never be able to reach the absolute 
truth of things [1]. Thus, we can only continuously improve our set 
of working theories and models for describing the world. Knowing 
and accepting this, we are not claiming to write the absolute truth, 
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xii Introducing an Alternative Understanding of Heterophase Polymerization 

but we are trying to discuss trustworthy results representing our 
current state-of-the-art knowledge on the field of heterophase 
polymerization. 

On the other hand, all natural sciences and all scientific results 
must rely on a set of generally accepted methodical rules [2]: 

1. A scientific fact must be confirmed by observations and 
experiments on real objects. No assertion that defies 
experience is scientific. (uncontradicted) 

2. Observations and experiments must be conducted repeatedly 
and if necessary analyzed by statistical methods. (confirmed) 

3. Observations and experiments must be reproducible and 
yield the same result (within statistical tolerance) under the 
same conditions. (reproducible) 

4. The implementation must be impartial and without 
presupposition. (independent of any person) 

5. All natural sciences are based upon the rule of uniformity of 
nature, stating that the same natural laws apply everywhere. 
(universal) 

6. Everything has a cause that yields the same effect under the 
same circumstances. With only statistically ascertainable 
events, the singular event can seem noncausal; with increasing 
repetition of the measurement, causality becomes evident for 
the whole of all events. (causal) 

Although these rules are obvious and logical, it is necessary to 
keep reminding them and to validate scientific results with their 
help. To the best of our knowledge, we selected the presented data 
accordingly. 

I. Thermodynamics and Brownian Dynamics 

With classical thermodynamics and Brownian dynamics (BD), we 
have two powerful tools available to explore chemical reactions 
and physical processes, which are important for heterophase 
polymerizations at different relevant scales, from the macroscopic 
to the colloidal and molecular scales. 

Thermodynamics is a powerful tool typically describing systems 
consisting of very large numbers of entities interacting with each 
other in very different ways and complexity (typically single- or 
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Introducing an Alternative Understanding of Heterophase Polymerization xiii 

multi-component bulk systems, but also systems as big as our earth 
or even bigger can be described). For equilibrium condition, even 
such vast systems can be described with quite a small number of 
quantities or parameters such as the mass, pressure, volume, and 
internal energy of the system or other equivalent quantities without 
knowing all the details of the individual entities. A detailed knowledge 
of the behavior of the individual objects of the system is not required. 
Thermodynamics allows, from a given starting state, to decide 
whether it is stable or not under given conditions. Furthermore, 
assuming equilibrium, it is possible to predict which final state 
might be achieved. Note, for evaluations with thermodynamics, the 
variable “time” plays no role. In order to decide whether a reaction/ 
transition is feasible, thermodynamics offers two possibilities [3]: 
the Gibbs function (ΔG, constant temperature and pressure) or 
Helmholtz function (ΔH, constant temperature and volume) and the 
entropy (S). The Gibbs function is preferred for chemical reactions, 
and its partial differential quotient with respect to n, the number of 
molecules of a species “i” involved, 

( ∂ΔG ) 
= Δμ (i)i(| ∂n )|i T P n, ,  j 

corresponds to the change in the chemical potential (Δμi) of that 
species at constant temperature, pressure, and number of other 
species. A change in the starting system can only happen when ΔG 
(or Δμ, respectively) decreases. In a brilliant paper on the “elusive 
chemical potential,” Baierlein discussed the meaning of the chemical 
potential [4]. One meaning is the tendency to diffuse. Consequently, 
the chemical potential as a function of position measures the 
tendency of particles to diffuse. Additionally, the chemical potential 
can be used to measure the rate of change and a characteristic energy. 

The transition or reaction comes to halt when ΔG (Δμ) reaches 
zero. This state is the most probable one and is characterized by an 
equalized chemical potential throughout the reaction space. 

Assuming that a reaction takes place under perfect control of 
temperature and pressure, i.e., ΔT = ΔP = 0, and that no work is 
transferred, then the entropy change for this process is ΔStu = ΔG/T. 
Note, ΔStu is the sum of entropy changes in the environment (ΔSe) 
and the reaction system (ΔSs), whereby one or the other may rule 
ΔStu. 
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D G and DS are related and, hence, both can be used for predictions, 
but “…the most general statement appropriate to any observed 
change in an assembly of materials is that the total entropy of the 
assembly must increase. By the total entropy change is meant the 
sum of all entropy changes in any way related to the observed change 
in state for an assembly large enough to encompass all aspects of the 
change. The crucial distinction at this point is then between total 
energy change and total entropy change.” [3] 

The main reason for the entropy increase during any chain-growth 
polymerization reaction is the enormous gain in configurational 
entropy (cf. Fig. i) because the double bond is stiff and the single 
bond much more flexible. For polycondensation reactions, the main 
entropy gain results from the release of small molecules. In both 
cases, DSs rules the overall entropy change. Additionally, entropy can 
be released to the environment as in most polymerization reactions, 
heat is released to the environment (exothermic reactions). 

  
 

 

 

2 

stiff flexible 

Figure i Illustration of configurational entropy gain during chain-growth 
polymerization. 

Thermodynamics for heterophase polymerization turned 
out to be very powerful because it allowed deriving important 
equations explaining the behavior of colloidal systems, which are 
characterized by huge interfacial areas and energies. Probably 
the most meaningful relations for colloidal systems are the Kelvin 
equation in combination with the Laplace equation. However, both 
equations are also valid for one-component systems, which are, 
at given conditions, present in two phases and purely rely only on 
thermodynamic principles, meaning they do not need to consider 
the specific chemical properties of materials but the geometrical 
shape of the phases. For any colloidal system, including heterophase 
polymerizations, particles try to reach the spherical shape as long 
as the mobility of the atoms/molecules involved allows it. This is 
because a sphere has, at given volume and interfacial tension, the 
lower interfacial energy compared to any other geometrical forms. 
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Monomer droplets (exclusively) and polymer particles (mainly) 
are the most important spherical colloidal objects in heterophase 
polymerizations, and hence the following discussion will be 
restricted to these entities (i.e., bubbles are neglected).
 In any two-phase system, the phases are in contact and 
an interfacial tension or surface tension exists between them. 
Discussing surface tension means that one considers not necessarily 
the geometrical dividing surface, but for nonplanar surfaces, it is 
the surface of tension, which should be considered. For deriving the 
Kelvin equation, one has to consider a vapor phase in equilibrium 
with its liquid, being the liquid of spherical shape, i.e., a drop (cf.  
Fig. ii). Each phase is governed by a Gibbs–Duhem equation (Eqs. 
ii and iii), where S, T, P, v, μ, and δ stand for entropy, temperature, 
pressure, molar volume, chemical potential, and equilibrium 
displacement, respectively; d denotes the dispersed and c the 
continuous phase. Equilibrium of the drops requires considering 
mechanical and chemical equilibrium. The mechanical equilibrium 
of the drop requires ΔP d. =V dσ . A  and the chemical equilibrium 
μd = μc = μσ, where ΔP = Pd  – Pc, V is the drop volume, A is the drop 
surface, µ’s are the chemical potentials in the drop, in the continuous 
phase and on the surface, respectively. Pc is the pressure of the 
material forming the dispersed phase in the continuous phase, e.g. 
for a liquid drop, the vapor pressure outside the drop. Note that the 
tension is pulling, but the pressure is pushing the interface, and so 
both forces keep the droplet in shape.

σ

vd

vc

Pd

Pc

Figure ii Sketch of a colloidal particle dispersed in the continuous phase; Pd, 
vd are pressure and molar volume inside the dispersed phase; Pc, vc are pressure 
and molar volume in the continuous phase, and σ is the interfacial/surface 
tension between the dispersed and the continuous phase.
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SddT – vddpd +dmd = 0 (ii) 

ScdT – vcdpc +dmc = 0 (iii) 

If the number of molecules and the temperature are unchanged, 
the Laplace equation (Eq. iv) follows from the mechanical equilibrium 
condition: 

2s
DP = (iv) 

r 
In the equilibrium state, the droplet experiences some 

fluctuations (d denotes the equilibrium displacements) in DP and 
d c d cthe chemical potentials: dP - dP = 2 r d µ = d µd s( / ), . Applying 

the ideal gas assumption and integrating from r = ∞ to r, the Kelvin 
equation for a drop (Eq. v) is obtained, where P0 is the pressure on a 
flat surface (r = ∞) and Pc the pressure on the drop. 

Pc 2s vd 
ln = (v)
P0 r RT 

Equation v shows that the pressure over the particles of the 
dispersed phase increases with decreasing drop size. In fact, it is the 
surface/interfacial tension leading to an increase in the chemical 
potential of the molecules inside the droplet, which finds expression 
in increased Pc. 

As the pressure is proportional to the number of atoms/ 
molecules, the pressures in Eq. v can be replaced, namely, P0 by the 
solubility of the bulk material (S0) in the continuous phase and Pc by 
the solubility of a drop/particle of size r (S(r)), cf. Eq. vi. 

S r( )  2s vd 
ln = ◊ (vi)

S0 r RT 

The consequences of Eqs. iv–vi for colloids and heterophase 
polymerizations are significant. Smaller drops and particles have a 
clear tendency to release material (i.e., a tendency to shrink), and 
since the solubility in the continuous phase remains unchanged, the 
released matter re-condenses on larger particles. This scenario within 
the molecular picture means that due to the higher curvature of the 
smaller particles, the contacts of the surface atoms/molecules are 
effectively reduced leading to a higher pressure of these outer layer 
objects to leave. Leaving of matter from smaller and re-condensing 
onto larger colloidal particles is important for proper understanding 
of the colloidal aspects of heterophase polymerizations. 
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For colloid chemistry of heterophase polymerizations, the 
interfacial tension is an important parameter. Remember, any 
interface is subjected to an interfacial tension. However, there are 
important differences in the details depending on the state of the 
matter of the phases forming the interface. All combinations of matter 
except gas–gas systems form interfaces, and the details depend, 
besides the chemical properties, on the mobility of each phase. 
Clearly, due to the absence of mobility at a solid surface, the solid– 
liquid or solid–gas interface shows a principally different behavior 
than the liquid–gas or liquid–liquid interface. This means for solid 
surfaces, such as polymer particles in heterophase polymerizations, 
it is impossible to measure directly its surface tension, whereas it is 
possible for the monomer–water interface. 

The above discussion is based on two excellent textbooks [5, 6] 
on interfaces and thermodynamic properties of various colloidal 
objects (assembly of molecules such as bubbles, droplets, and 
particles), which we recommend for further reading. 

In addition, the following points are important for heterophase 
polymerizations. First, matter flows spontaneously from a region 
of high chemical potential to a region of low chemical potential, 
which is important for swelling of polymer particles with monomer. 
Second, mass moves from a region of high gravitational potential 
to a region of low gravitational potential, which is important for 
the spatial uniformity during polymerization (monomer droplets 
and polymer particles) and during storage of polymer dispersions. 
Third, for colloidal entities, the chemical potential depends inversely 
on the size, meaning that a tiny monomer drop has a higher 
chemical potential than a larger one and the bulk monomer phase. 
The chemical potential can, therefore, be used to determine how a 
reaction system, also a heterophase polymerization system, has to 
react in order to achieve the thermodynamically favored state, i.e., 
equilibrium. A system is in the state of equilibrium when the chemical 
potential of each substance is the same in all phases present in the 
system. The important point is that a system always moves toward 
the equilibrium state, but it does not necessarily reach equilibrium. 

The term Brownian dynamics was coined in the memory of 
the Scottish naturalist Robert Brown who observed in 1827 the 
trembling movement of pollen grains on top of a water pool, shortly 
after the performance of optical microscopes was considerably 
improved [7]. This motion is perfectly irregular, and it could only 
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be explained first by Albert Einstein in 1905 who realized that it 
was caused by the tiny water molecules randomly hitting the much 
bigger pollen grains. The motion of all the water molecules hitting 
the suspended particle is quite complicated, and hence their effect on 
its movement is described probabilistically in terms of exceedingly 
frequent statistically independent impacts [8]. Consequently, a 
suspended particle motion is perfectly irregular in any direction, 
back and forth; it may stop a while and then continue with turns and 
twists. Each particle in the system follows its own specific path, but 
nevertheless, Brownian motion causes an overall net movement of 
the particles in the system depending on the particular conditions. 
In contrast to the deterministic physics (including thermodynamics), 
this is a completely different behavior because limited predictability 
arises due to stochastic fluctuations and it requires a new approach, 
namely, stochastic differential equations and averaging over time and 
space for successful description of the system. A stochastic variable 
(like the particle’s travelling path from the initial point in given time) 
represents not a single value but a whole range of possible values 
all connected with a certain probability. Thus, a stochastic variable 
is quite abstract. However, describing the expected or average 
behavior of a large sample of particles is possible. 

In contrast to thermodynamics, where time and the actual 
position of a particle is unimportant, the space-temporal behavior 
of a Brownian entity is crucial. The Langevin equation is a famous 
example of this kind of equations describing the irregular motion of 
a Brownian entity [9]. 

The difference between treating an issue with thermodynamics 
and BD can be illustrated as follows. If a particle suspended on the 
top of a pool has a higher density than the surrounding liquid, it will 
settle to the ground of the container due to the action of gravity. This 
is the final equilibrium state derived by thermodynamics. Within 
the frame of BD, a persistent average downward drift is calculated 
as well. However, the particle does not settle straightforwardly over 
any time interval, since the irregular hits by the water molecules 
cause deviations from the direct path within smaller time intervals, 
but over larger time intervals, the particle moves downward and 
finally settles on the bottom. 

For the conditions during heterophase polymerizations, the 
following aspect of BD is of considerable importance. Due to the 
erratic/irregular/chaotic movements of all entities present in 
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the continuous phase, a certain probability exists of encounters 
between all objects, i.e., between particles and particles, droplets and 
droplets, dissolved molecules and dissolved molecules, particles and 
droplets, dissolved molecules and particles, and dissolved molecules 
and droplets. Clearly, these encounters are important during 
heterophase polymerization with respect to colloidal stability of the 
dispersion but also with respect to the entry of molecular species 
into the particles/droplets (and also exit out of the particles/ 
droplets when considering BD inside the dispersed objects). 

For heterophase polymerizations, entry events (from the 
continuous phase into the colloidal objects) and exit events (from 
the colloidal objects into the continuous phase) of the various 
entities present must be triggered due to differences in the chemical 
potential in the different phases. For instance, thermodynamics 
tells us that according to the difference in the chemical potential 
of the monomer in the droplets and the polymer particles, a flux of 
monomer from the drops into the particles will happen. On the other 
hand, BD tells us that the path of the species entering or leaving the 
colloidal objects do not follow a straight line but is a random walk. 

II. Swollen Micelles: Fact or Fancy 

The idea that nucleation in classical emulsion polymerization 
(surfactant concentration above the critical micelle concentration, 
CMC) happens when radicals enter monomer-swollen micelles was 
historically considered a key step on the way to understand the 
process. Nowadays we have to conclude that it is just a nice idea that, 
however, cannot withstand serious scientific arguments. 

Swollen micelles only exist at very low oil content, i.e., when a 
small amount of oil (monomer) is present in a micellar solution. 
Harkins, one of the great pioneers of emulsion polymerization 
research, whose results are not appreciated according to their 
meaning nowadays, proved such behavior. With regard to the 
micelles as the locus of polymer particle initiation, Harkins described 
very interesting experimental results by means of X-ray scattering 
[10–12]. He found that styrene at its saturation concentration in 
water increases the diameter of fatty acid micelles by about 1.2 nm 
(under starved conditions, i.e., styrene is present only dissolved in 
water and solubilized in micelles but not as bulk phase or droplets), 
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but upon polymerization initiated with peroxodisulfate, the size 
of the micelles decreased to its initial value. This process could be 
repeated several times by consecutive swelling and polymerization 
until the surface of the polymer particles was grown so large 
that the soap concentration decreased due to adsorption on the 
particles below the critical micelle concentration. These results led 
to the important conclusion that a growing polystyrene chain is 
incompatible with the alkyl chains in the interior of micelles and, 
hence, polymer chains grow out of micelles, i.e., nucleation happens 
outside micelles. The incompatibility between polystyrene and 
alkyl chains was repeatedly proved more than 50 years later by 
attempts to polymerize the monomer inside double layers of 
dioctadecyldimethyl ammonium bromide vesicles. Transmission 
electron microscopy pictures revealed that phase separation takes 
place during the polymerization in a way that the polystyrene 
molecules gather at a particular place, whereas the monomer was 
uniformly distributed over the whole bilayer [13]. 

In a typical emulsion polymerization, the oil (monomer) volume 
fraction is about 50% and the coexistence of swollen micelles 
with monomer drops is, for thermodynamic reasons, unlikely. If a 
big enough interface is added to a micellar solution, micelles will 
dissolve and surfactants will redistribute according to the adsorption 
equilibrium among all interfaces (droplet–water, water–air, and 
container–water interface). Thus, during the emulsification process, 
micelles convert to oil drops. 

Not only the surfactant, also will the oil (monomer) redistribute 
among the droplets in order to equilibrate their chemical potential. 
Note that the chemical potential of emulsion droplets as colloidal 
objects depends inversely on the drop size, according to the Lifshitz– 
Slezov–Wagner theory [14, 15] for Ostwald ripening and Kabalnov’s 
extension [16]. Note that Kabalnov’s extension holds also for swollen 
polymer particles. 

Spontaneous emulsification (cf. next paragraph) counteracts 
Ostwald ripening as it generates much smaller drops than forced 
emulsification. Hence, it generates larger surface area per oil volume 
and triggers surfactant redistribution. The higher the surfactant 
concentration, the smaller the drop size due to emulsification, and 
moreover spontaneous emulsification is reinforced. 

If the overall interface in the emulsion is larger than aSNLVW(Sapp-
CMC), micelles will vanish; here aS is the surface area covered per 
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surfactant molecule in a saturated adsorption layer, NL is Loschmidt’s 
number, VW is the volume of water, Sapp is the applied surfactant 
concentration, and CMC is the critical micelle concentration. This is 
exactly the argumentation as used in the micellar nucleation theory 
of emulsion polymerization (Smith–Ewart theory) when the already 
nucleated particles grow and attract more and more surfactant 
molecules. 

Coming back to the initial question: Are swollen micelles fact 
or fancy? Depending on the conditions, the answer is YES and NO. 
YES holds for the absence of a free monomer phase, i.e., starved 
conditions with respect to monomer, a situation which is untypical 
for heterophase polymerization. To the contrary, NO holds for the 
typical scenario of heterophase/emulsion polymerization under 
flooded conditions with respect to monomer. 

According to the data of Harkins, even under starved conditions 
with respect to monomer, swollen micelles surely do not precede 
polymer particles because even if a radical enters, the polymer 
chains grow out of the micelles. 

III. Spontaneous Emulsification: Principles and 
Meaning 

In most cases, heterophase polymerization can start only after two not 
completely miscible liquids, typically monomer(s) and continuous 
phase, are brought in contact. Typically, after contacting monomer 
and continuous phase, both liquids will be vigorously mixed by the 
input of mechanical energy. Provided the mixing is intensive enough, 
any combination of immiscible and mutually nonreactive liquids can 
be broken up into an emulsion. However, except for microemulsions, 
the efficiency of the energy input for emulsification is very low 
since most of the energy is wasted to heat [17]. The question which 
liquid forms the dispersed phase and which will be the continuous 
phase is an interesting one. It is not only important for heterophase 
polymerizations but generally for making emulsions in cosmetics, 
shower gels, and cleaning supplies. Wilder Bancroft summarized 
the results of emulsification experiments from the late 19th to the 
early 20th century in a rule of thumb (known as Bancroft’s rule), 
which meant that in order to have a kinetically stable emulsion, the 
emulsifying agent must be soluble in the continuous phase [18]. In 
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principle, this rule finds its expression in the empirical system of the 
HLB values (hydrophilic–lipophilic balance), which was developed 
in the middle of the 20th century to allow the selection of the most 
effective emulsifier for a desired type of emulsion [19]. The HLB 
values were determined in tedious emulsification experiments. In 
addition, the result of the emulsification process is influenced by the 
volume ratio of the liquids, the concentration of the emulsifier, and, 
particularly for nonionic emulsifiers, the temperature. 

Interestingly, a poly(ethylene glycol)-based surfactant may 
stabilize either an oil-in-water or the inverse emulsion in dependence 
on the temperature. This behavior is the consequence of a lower 
critical solution temperature or a cloud point at approximately 
100°C in aqueous solutions [20]. The change in the properties with 
temperature is considered in the concept of the phase inversion 
temperature (PIT) [21]. This is very useful in predicting properties 
of nonionic surfactants based on poly(ethylene glycol), which is the 
most important hydrophilic group in nonionic emulsifiers also for 
heterophase polymerizations. It is interesting to note that at the PIT, 
both the interfacial tension and the droplet size are at the minimum, 
an effect which can be utilized during the emulsification step to 
create smaller emulsion drops. 

Phase inversion is a process where for a given stabilizer the 
continuous phase becomes the dispersed one and vice versa. 
This is mainly observed in the case of polymeric surfactants with 
a stabilizing moiety possessing a critical solution temperature. 
Prominent examples are surfactants with poly(ethylene glycol) 
units (PEG) and poly(N-isopropylacryl amide). For PEG, increasing 
the temperature causes the HLB of the surfactant to decrease and 
it may subsequently, in accordance with Bancroft’s rule, promote 
the stabilization of water-in-oil instead of oil-in-water emulsion. 
Furthermore, whether or not phase inversion occurs depends on the 
polarity of the oil phase, the kind of electrolyte and its concentration, 
other additives as for instance organic, water-soluble solvents 
increasing the oil solubility in water, and on the oil volume fraction. 

However, another scenario is possible. What happens when 
both liquids are contacted and kept quiescently without the input of 
external mechanical energy? 

The standard textbook answer is equilibration of the chemical 
potentials in either phase. This means that a certain number of 
molecules of both liquids dissolve in the counter phase according 
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to the respective solubility at the given temperature. This scenario 
leads to molecular solutions of monomer in the continuous phase 
and vice versa. Particularly, the monomer concentration in the 
continuous phase is crucial for the polymerization reactions therein. 

Surprisingly, attempts to follow the equilibration process by 
means of time-dependent multi-angle laser light scattering (MALLS) 
revealed a completely different scenario. For the combination 
water (continuous phase) and styrene (monomer), the MALLS data, 
acquired in the water phase, showed during the equilibration phase 
(before initiating the polymerization) an angle-dependent increase 
in the scattering intensity over about 48 h, which corresponded to 
a growing average size of the scattering objects with quite a broad 
size distribution (cf. Fig. iii) [26, 27]. After about 2 days, a kind of 
dynamic equilibrium was reached. 

1000 
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0 12 24 36 48 
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Figure iii Development of the particle size during the equilibration of a 
quiescent styrene–water system at 25°C; rG, the radius of gyration, was 
determined from the model interpretation of MALLS scattering curves acquired 
in the water phase with monomodal spheres as described in Refs. [22–25]; data 
points represent a summary from three independent repeats; experimental 
setup: the scattering cells are standard quartz glass cuvettes with an inner 
diameter of 1.8 cm and a height of 8 cm filled with degassed water (about 10 
ml) and styrene (2 ml) was carefully placed on top; the cuvettes were closed 
with a Teflon stopper. 

That the scatters detected in the MALLS studies are really drops 
was confirmed by light microscopy. Figure iv shows styrene droplets 
as observed in the water phase (for details, see Ref. [26]). 
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Figure iv Light microscopy images of the aqueous phase in the system styrene 
on water showing styrene drops; the bars indicate 10 µm; image was taken a 
few hours after sample preparation; experimental setup: styrene layer on top 
of pure water in a sealable optical cuvette of 2 mm thickness. 

A behavior like this was observed for all combinations of 
(partly) immiscible liquids so far investigated (cf. Fig. v). Further 
examples with water as one component include tert-butyl styrene, 
acrylates and methacrylates (even laurylmethacrylate), dodecane 
and cyclodecane. Moreover, droplet formation takes place on either 
side of the interface with the water drops in the organic continuous 
phase larger than the oil drops in water [28]. 

These results suggest that the equilibrium state after establishing 
quiescent contact between two partly immiscible liquids is not two 
molecular solutions on either side of the interface but two emulsions 
with quite low volume fraction of the dispersed droplets, and hence 
both emulsions appear transparent to the naked eye. So the question 
is not only regarding the monomer concentration in the continuous 
phase, but it must be extended regarding the solution state. 

Further, though indirect, support for the results of the MALLS 
and microscopy experiments comes from the comparison with the 
temporal development of the gross styrene content in water (CSTY) 
determined by gas chromatography (GC) (Fig. vi) [29]. For this 
investigation, the volume of the experiment is much larger than that 
for MALLS and microscopy studies (about a factor of 100 higher) 
and also the geometry of the experimental setup differs. All these 
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might cause no issues for molecular solutions, but for emulsions, the 
situation is clearly different. 

C 
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D 

Figure v Light microscopy images of various combinations of immiscible fluids 
proving spontaneous droplet formation; the bars indicate 10 µm; A: hexane – 
water, B: polystyrene solution in ethyl benzene – water, C: ethylene glycol (eg) 
– hexadecane (hd), D: hexane – dimethylformamide; o — organic phase; w — 
water phase; image C shows ethylene glycol droplets and image D shows hexane 
drops in dimethylformamide (d) and dimethylformamide drops in hexane (h); 
experimental setup: optical glass cuvettes of 2 mm thickness. 

The classical, for more than 70 years, most widely accepted 
solubility values of styrene in water at different temperatures were 
published by Lane already in 1946 based on the assumption of 
molecular solutions on either side, i.e., styrene in water as well as 
water in styrene [30]. Lane determined the styrene concentration 
in water by means of the formaldehyde–sulfuric acid reagent and by 
cloud point determinations. He assumed that equilibrium conditions 
were obtained by shaking styrene and water at a given temperature 
and then allowing it to stand for 24 h to completely separate. He 
determined the styrene concentration in water at 25°C and 70°C to 
be about 3 mM and 6 mM, respectively. Notably, the concentrations 
of water in styrene are much higher with about 37 mM and 67 mM 
at 25°C and 50°C, respectively, determined by Karl–Fischer titration 
and cloud point determination. 
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Figure vi Temporal development of the apparent styrene concentration 
in water during quiescent contact between styrene and water at 25°C in a 
Teflon reactor determined with gas chromatography; experimental details: 3.3 
g of styrene (31.7 mmol) was placed in a reversed glass funnel with an inner 
diameter of 4.6 cm (area of 16.62 cm2) 390 ml pure, degassed water. 

The results presented in Figs. iii–vi are not in line with Lane’s 
study and put into question his experimental procedure. First, he 
was unable to check whether or not styrene drops were present in 
the aqueous phase (and water drops in the styrene phase). Second, 
his assumption reaching equilibrium after 24 h is surely not correct. 
A general experimental difficulty results from the fact that it is 
necessary to avoid even slight temperature fluctuations because in 
the very vicinity of the equilibrium, the solution is prone to phase 
separation phenomena. Particularly, even a minimal decrease in 
temperature causes de-mixing recognizable by strong turbidity and 
destroys equilibrium [28]. In addition, an experimental study shows 
that the complete phase re-separation after emulsion formation 
(ethyl benzene in water) lasted, depending on the nature and 
concentration of the surfactant, several days (up to more than 200 
days have been experimentally confirmed) [28]. Even in the absence 
of surfactant, the phase separation (only by visual inspection) was 
not completed within 24 h. 

Furthermore, the formation of emulsions instead of molecular 
solutions may cause problems with respect to the homogeneity of 
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the samples. In the absence of stirring, emulsions with broad droplet 
size distribution and low volume fraction of the dispersed phase 
exhibit a stronger spatial composition gradient than molecular 
solutions. Thus, the position of the sampling in the container may 
contribute to additional scattering of the results. The growing 
average size of the droplets (cf. Fig. iii) suggests that with increasing 
time (increasing drop size), the reproducibility should decrease as 
proven by the data in Fig. vi. 

Still another point should be considered. The experimental 
requirements for determining the “equilibrium” concentration 
of the solute in the complementary phase are different for forced 
and spontaneous emulsification. Meaningful sampling after forced 
emulsification requires waiting long enough until de-mixing is 
completed. For spontaneous emulsification, the crucial step is 
allowing the system to equilibrate long enough. 

Consequently, the value Cmax = 1.2 mM (cf. data of Fig. vi) does 
not necessarily mean that the equilibrium is already reached in the 
particular experiment after 150 h. The solubility value for styrene 
in water obtained by Lane at 25°C is by a factor of 2.5 higher, but 
very likely due to the fact that after forced emulsification, the phase 
separation was not yet complete. 

In summary, there is clear experimental evidence that 
spontaneous emulsification is fact and not fancy. It is 
particularly important for heterophase polymerization because the 
drops generated by spontaneous emulsification are smaller than 
those arising from forced nucleation. Smaller drops move faster 
and should possess a higher frequency of encounters with other 
objects (dissolved molecules, radicals, droplets, and particles). 
Consequently, particularly nucleation and swelling of polymer 
particles should be influenced. Encounter with a radical may cause 
a kind of droplet nucleation whereby the drops are not completely 
covered with surfactant, which is an important difference to Harkins 
experiments with swollen micelles. On the other hand, encounter 
with a polymer particle promotes its swelling. 

IV. Swelling: Newer Experimental Results 

Swelling of polymer particles is the last step for the monomer on its 
way to the main reaction loci, i.e., the polymer particles. It is a crucial 
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step in heterophase polymerization because more than 90% of the 
monomer conversion in a typical emulsion polymerization takes 
place inside the monomer-swollen polymer particles. Since the rate 
of polymerization is extremely high, it requires also a high monomer 
concentration inside the particles. The most important question in 
this context is: How does the monomer get from the droplets into the 
latex particles? 

It is commonplace to assume that the monomer supply is fast 
enough, even so fast that the used monomer is instantaneously 
replaced. 

Again, we touch here the role of emulsification, i.e., the role of 
monomer drops in heterophase polymerization. Already in 1947 
Harkins stated that the role of monomer drops is “to act as a storehouse 
of monomer from which its molecules diffuse into the aqueous phase 
and from this into either soap micelles or polymer monomer latex 
particles” [11]. Until today, this idea persists and is still state of the art 
for emulsion polymerization: “In the presence of monomer droplets, 
the monomer-swollen particles grow and the monomer concentration 
within these particles is kept constant by monomer diffusing through 
the water phase from the monomer droplets” [31]. This suggests 
that the particles are homogeneously swollen. However, since the 
1960s, experimental evidence is available proving a monomer-rich 
shell—polymer-rich core structure of the growing polymer particles 
[32–38]. Conclusions were drawn based on various experimental 
techniques, including kinetic studies [32–35], sophisticated electron 
microscopy studies [35, 37], radioactively labeled monomer 
[37], and small angle neutron scattering investigations [38]. The 
experimental data have been obtained with monomers of various 
hydrophilicity such as styrene [32, 33, 35, 37], methacrylates [34, 
38], and vinyl acetate [36]. The experimental data doubtlessly 
prove that the growth of particles does not happen homogeneously 
across the particles’ volume but inside a surface layer. Additionally, 
there is thermodynamic reasoning that a monomer-rich shell 
guarantees higher conformational entropy of the polymer close to 
the interface compared with the higher polymer concentration for 
the assumption of homogeneously swollen particles [39]. This so-
called “wall-repulsion effect” [40–43] is an additional reason for 
a polymer-depleted layer (or a monomer-rich shell) close to the 
interface in swollen polymer particles also at equilibrium. Thus, also 
an entropy-driven reorganization inside swollen particles supports 
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the formation of the polymer-core–monomer-shell morphology. 
Clearly, this conclusion is extremely important for the mechanism 
of heterophase polymerization. However, it stayed forgotten for too 
long and was almost completely ignored by the scientific community. 

The assumption that the monomer concentration inside the 
polymerizing particles is constant as long as monomer drops exist 
is still persisting even though experimental data of the monomer 
concentration inside the latex particles during the course of emulsion 
polymerization do not support it, but in fact show the opposite 
behavior [35, 44–46]. Remarkably, the corresponding results have 
been obtained with both water-soluble potassium peroxodisulfate 
[35, 44] and oil-soluble (2,2'-azo-bis(2-methylpropionitril)) 
initiators [45, 46] whereby, regardless of the initiator, typical 
emulsion polymerization kinetics has been observed. These results 
clearly show that the monomer concentration inside the particles is 
not constant but decreases with increasing conversion in the course 
of the reaction. Thus, there is neither monomer saturation nor an 
equilibration established inside the particles. 

The state of the art assigns only a passive role to the monomer 
drops in emulsion polymerization. However, both, some basic 
considerations within the frame of classical thermodynamics and 
newer experimental results, prove that the role of monomer drops is 
everything but passive. 

The instantaneous replenishment of the monomer inside the 
active particles containing a propagating radical requires that 
the monomer uptake frequency should correspond to at least the 
propagation frequency [47]. This requirement can be expressed by 
Eq. vii where CM,P is the monomer concentration inside the particles, 

~kp is the propagation rate constant, D  is the monomer diffusion 
coefficient, and x is the distance inside the particle (x = 0 is the center 
of the spherical particle with radius r0 and x = r0 is the distance from 
the center to the interface). A relation such as Eq. vii is also known 
as Thiele modulus (ϕTh) [48, 49], which is a characteristic number, 
typically describing the ratio between the reaction and the diffusion 
rate in catalytic reactions. 

~ 
k C  = D (vii)p M,P 2x 

However, a detailed look at the scene reveals a serious problem 
with this apparently quite logical assumption of easy monomer 
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diffusion through the aqueous phase. In general, when the specific 
moment interactions between components of the reaction mixture 
are neglected, diffusion is the net flow of matter from a more 
concentrated region to a less concentrated region with the aim to 
equilibrate the chemical potential, here that of the monomer inside 
the reaction system. Hereinafter, the reaction system comprises 
only droplets, particles, and water but neglects the gas phase.  
Figures vii and viii sketch the situation with respect to the monomer 
concentration across the emulsion polymerization space and 
illustrate the problem to be addressed.

A B
MD

sP
sP

sP sP

Figure vii  Sketch of swelling of latex particles without (A) and with (B) 
emulsification; sP — swelling polymer particles, MD — monomer droplets,  
~ — dissolved monomer molecules; not to scale.

	 Note that due to the colloidal nature of the drops, the chemical 
potential inside the monomer drops is larger than that of the bulk 
phase [45], which is the driving force for de-emulsification after 
stopping forced emulsification (Ostwald ripening or the growth of 
larger drops on the expense of smaller ones).
	 The assumption that during emulsion polymerization the 
monomer molecules simply diffuse through the aqueous phase into 
the latex particles is commonplace. However, simulation results based 
on Fick’s diffusion laws show that the instantaneous replenishment 
of the consumed monomer during emulsion polymerization requires 
a close contact between the monomer and the polymer particles 
[47]. In summary, from the simulation results using Fick’s second 
diffusion law, the following conclusions result. First, a high degree of 
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swelling in the molar concentration range as observed for aqueous 
latex particles requires a high concentration of swelling agent 
(monomer during emulsion polymerization) immediately at the 
particle–water interface. Second, the concentration of swelling agent 
(monomer during emulsion polymerization) at the particle interface 
determines the influx into the particle interior. This means that for 
the situation during EP, there is a critical monomer concentration 
above which monomer diffusion is fast enough instantaneously to 
replenish the consumed monomer. Third, as a logical consequence 
of the simulations, all situations or measures that reduce the 
concentration of the swelling agent (monomer) in an immediate 
proximity of the particles surface are of detrimental influence on 
swelling.

slower and lower
degree of swelling

faster and higher
degree of swelling

without
emulsification

with
emulsification

BA

0 0

µ µ

µM
bulk µM

bulk

µM
mD

µM
m

µM
sP

µM
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Figure viii  Situation describing, with respect to the chemical potential (m) of 
the monomer, the swelling scenarios without (A) and with (B) emulsification; 
mM

bulk — chemical potential of the bulk monomer, mM
m — chemical potential 

of the molecularly dissolved monomer, mM
mD — chemical potential of the 

monomer inside droplets, mM
sP — chemical potential of the monomer inside 

the swelling particles.

	 These basic considerations and simulation results triggered 
new experimental studies on swelling of polymers in aqueous 
systems (polystyrene as polymer and ethyl benzene as swelling 
agent) by means of rather unorthodox swelling experiments [50]. 
The results of these experiments disprove the classical idea that 
during emulsion polymerization, the swelling of latex particles with 
monomer to the extent required for typical emulsion polymerization 



https://www.twirpx.org & http://chemistry-chemists.com

xxxii Introducing an Alternative Understanding of Heterophase Polymerization

kinetics can solely happen via diffusion of molecularly dissolved 
monomer molecules through the aqueous phase. Furthermore, 
and as a consequence of intimate droplet–particle contacts, it was 
experimentally proven that drops of the swelling agent containing 
a hydrophobic dye dissolved can act as cargo and tint the polymer 
particles. The experimental data from both swelling pressure studies 
and emulsion polymerization of styrene with varying stirring rate 
prove consistently a strong influence of droplet–particle collisions.
	 For heterophase polymerizations, it is generally assumed that the 
stirrer speed is only of minor influence and modern textbooks even 
completely ignore this topic. Only a few results have been published 
indicating an influence of the mixing intensity:
	 ∑	 If the inert gas for purging contains traces of oxygen or if 

a chain transfer agent has to diffuse out of the monomer 
droplets into the particles [51],

	 ∑	 If the monomer diffusion to the reaction loci is influenced 
[52],

	 ∑	 If the emulsifier distribution between the interfaces is 
changed considerably [53],

	 ∑	 For surfactant-free polymerizations, the hydrodynamic 
conditions are important for the reproducibility with respect 
to particle size and particle size distribution [54],

	 ∑	 If too high shear forces are applied, the latex may be prone to 
coagulation [55].

	 Most of the investigations have been carried out by increasing 
the stirrer speed starting from well-mixed conditions, cf. Ref. [53].
	 In a comprehensive study, quite a strong influence of the stirrer 
speed, varied between 50 and 500 revolutions per minute, on the 
rate of polymerization and latex and polymer properties has been 
observed for emulsion polymerization of styrene and methyl 
methacrylate, emulsifier concentration above the critical micelle 
concentration, and potassium peroxodisulfate as initiator [56]. The 
lowest stirrer speed is unable to completely disperse the monomer, 
i.e., a bulky monomer phase remains on top of the water phase. The 
higher the stirring speed, the faster the polymerization, the lower 
the particle size, and the higher the average molecular weight. Thus, 
increasing stirrer speed causes smaller monomer drops (larger 
droplet surface) and higher rate of swelling. All these effects can be 
explained considering that increasing the stirring rate, or the rate of 
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mechanical mixing in general (e.g., recycling pump speed), increases 
the rate and energy of molecular and colloidal collisions promoting 
chemical reactions and mass transfer events, and reducing the 
spatial heterogeneity in the composition of the system. 

All these findings prove the importance of emulsification, 
both forced and spontaneous emulsification, for the kinetics 
of emulsion polymerization, and particularly, swelling of polymer 
particles to that high degree necessary for fast polymerization 
during emulsion polymerization requires droplet–particle collision 
with subsequent coalescence. 
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Chapter 1 

Molecular Description of Heterophase 
Polymerization 

1.1 Introduction to Heterophase 
Polymerization 

Heterophase polymerization is a generic term, which describes 
polymerization reactions under nonhomogeneous conditions 
with respect to physical and chemical properties of the reaction 
mixture. Heterophase polymerizations are best defined as a generic 
process for making polymer dispersions, i.e., resulting in a state of 
matter where polymers are finely dispersed in a continuous phase 
[1]. An example of a polymer dispersion prepared by heterophase 
polymerization is presented in Fig. 1.1. 

Heterophase polymerization: Polymerization reaction under 
heterogeneous conditions, resulting in polymer dispersions. 

Even though products of natural heterophase polymerization 
in the Hevea brasiliensis tree (i.e., natural rubber) have been used 
by humanity for at least 3 millennia, synthetic heterophase poly-
merization dates back to about 1909 with the birth of emulsion 
polymerization [2]. The term heterophase polymerization was 
already mentioned by Flory in his book Principles of Polymer 
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Chemistry in 1953 [3]. On the other hand, the term heterogeneous 
polymerization has also been employed since the 1940s [4]. In 
the 1960s, Frenkel [5] proposed to differentiate heterogeneous 
polymerization (polymerization taking place in a heterogeneous 
system) from heterophase polymerization (polymerization 
reactions simultaneously taking place in different phases of 
the system). However, this difference is questionable, since 
emulsion polymerization of water-insoluble monomers would 
correspond to a heterogeneous, homophase polymerization. Thus, 
nowadays, heterophase polymerization is considered equivalent 
to heterogeneous polymerization [6]. Generally, distinguishing 
between homogeneous and heterogeneous reactions is useful by 
careful inspection of whether an interface is involved or not. Note 
that even if the main reaction is homogeneous (for instance solution 
polymerization), side reactions taking place at the borders of the 
reaction volume, i.e., at the reactor walls or at the interface to the air 
are heterogeneous in nature. 

Figure 1.1 Polymer dispersion of poly(vinyl acetate-co-butyl acrylate) 
prepared by semi-batch seeded emulsion polymerization. 

In 2011, the Polymer Division of the International Union for Pure 
and Applied Chemistry (IUPAC) published its recommendations 
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on the terminology for polymers and polymerization processes in 
dispersed systems [7]. It defined different types of heterophase 
polymerization, such as emulsion polymerization, dispersion 
polymerization, and suspension polymerization; it might 
be considered that an overall picture of these heterophase 
polymerization variants was lacking. We will discuss the different 
heterophase polymerization variants in more detail in Section 1.6. 

From its beginnings, heterophase polymerization in general, and 
emulsion polymerization in particular, has been considered by many 
of its practitioners “more an art than a science.” The main reason 
behind this generalized idea is the extremely complex and nonlinear 
influence of process variables on the final properties of the product, 
which makes it very difficult to understand and predict. Two 
important characteristics of heterophase polymerization processes 
are its multiscale nature (where relevant phenomena take place 
at different time and length scales) and its inherent randomness 
(evident in the emergence of molecular weight, chain conformation, 
particle size, and particle composition distribution just to mention 
a few) [8]. Such complexity of heterophase polymerization is the 
result of the interaction of all different types of molecules present 
in the different phases of the system. And thus, the apparent chaotic 
behavior of heterophase polymerization can be understood and even 
predicted, considering the behavior and interaction of individual 
molecules in the system. 

Therefore, the purpose of this chapter is presenting a fundamental 
molecular picture of heterophase polymerization. It will be shown 
that all different types of existing heterogeneous polymerizations 
can be explained by the use of essentially the same molecular 
interpretation. Furthermore, homogeneous polymerization can 
be regarded as a particular case of the more general heterophase 
polymerization when only one single phase is present in the system. 
It is, therefore, possible to describe a generalized mechanism of 
heterophase polymerization, valid not only for heterogeneous 
processes but also, under some simplifications, for homogeneous 
reactions. 

Let us picture a general ab initio heterophase polymerization 
process. The system initially contains a mixture of monomer 
molecules (chemical building blocks of a polymer chain), active 
molecules (chemical compounds involved in polymerization 
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reactions), and inert molecules (e.g., solvents, dispersing media, 
stabilizers, inert additives, etc.). However, there are no polymer 
chains in the system. In certain cases, monomer molecules may 
also act as active molecules (capable of starting the polymerization 
either thermally or photochemically), or they may also play a role as 
stabilizers and/or additives for the polymerization. 

Ab initio polymerization: Polymerization process where the system 
is initially absent of polymer chains. 

Because of the different magnitude of the interaction forces 
between all types of molecular species in the system, certain 
molecules with less affinity with the majority of the molecules in 
the mixture will tend to segregate forming small dispersed phases in 
the continuous phase. Sometimes, these small dispersed phases are 
not evident to the naked eye. With time, and as a result of molecular 
motion, the small segregated phases eventually collide and aggregate 
forming even larger entities. Molecular diffusion may also result in 
the loss of material from the segregated phase, reducing its size. The 
leaving molecules may enter another segregated phase, or they can 
form a new separate entity. In the absence of shear forces, this whole 
process is known as spontaneous emulsification. As those segregated 
phases grow larger, external forces (e.g., gravitational) become 
relevant, promoting the accumulation and further aggregation of the 
dispersed phase eventually forming an evident additional phase in 
the system. Mechanical stirring (including ultrasound), when applied 
with enough intensity, may eventually break those large dispersed 
phases again into smaller ones. In any case, a balance between 
aggregation and breakage (or disintegration) of dispersed phases 
is expected to occur eventually. The size of the dispersed phases at 
dynamic equilibrium will be largely determined by the presence of 
stabilizer molecules in the system, which avoid or at least slow down 
re-aggregation of droplets and complete phase separation (e.g., the 
presence of a monomer “pool”). The stabilizer molecules have the 
property of presenting lower interaction energy when located at 
interfaces. Thus, by placing themselves at the interface between the 
dispersed phase and the continuous phase, they retard aggregation 
by means of intermolecular repulsive forces. Simultaneously, active 
molecules present in the system (or added some time later) initiate 



https://www.twirpx.org & http://chemistry-chemists.com

 

 

5 Molecular Forces 

the polymerization. Those active molecules (e.g., initiators, starters, 
or catalysts, depending on the particular polymerization mechanism) 
can be present in the continuous phase or inside the dispersed 
phases. They can also eventually move from one phase to the other, 
depending on their kinetic energy and thermodynamic barriers for 
crossing the interface. They then react with monomer molecules 
present in any phase of the system, forming and growing polymer 
chains. The rate of polymerization is mainly determined by the local 
monomer concentration and the local temperature, but might also 
be influenced by the presence of active compounds (as they can 
promote side reactions). The final molecular mass distribution will 
then be determined by the reaction path followed by each chain in 
the system, and these paths are determined by the local environment 
and their particular trajectories (e.g., moving from one phase 
to another). As polymerization proceeds, polymer chains might 
eventually segregate forming an independent dispersed phase, or 
they tend to aggregate forming segregated polymer particles, which 
also grow to a certain size determined by the interaction among 
polymer chains, monomer molecules, and inert molecules. As it can 
be seen, all macroscopic properties of polymer dispersions (particle 
size, molecular weight, and rate of polymerization) are ultimately 
determined as the result of all the physical and chemical processes 
taking place at the molecular scale. Since each molecule will have 
a different history and a different behavior, the final macroscopic 
properties are the result of distributions of molecular properties. 

In the following sections, the most basic phenomena observed at 
the molecular scale will be described. These phenomena comprise 
the conceptual background required for a better understanding of 
the molecular mechanism of heterophase polymerization, which 
will be presented in Chapter 2. 

1.2 Molecular Forces 

The most fundamental phenomenon taking place at a molecular scale 
is the interaction between different molecules. Those interactions 
can be either attractive or repulsive depending on the nature of the 
interacting molecules. According to their nature, intermolecular 
forces can be classified into three categories [9–12]: 
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1. Electrostatic or Coulomb forces between charged particles 
(ions) and between permanent dipoles, quadrupoles, and 
higher multipoles. They arise from the interaction between 
the static charge distributions of the two molecules. They 
are strictly pairwise additive and may be either attractive or 
repulsive. 

2. Induction forces between a permanent dipole (or multipole) 
and an induced dipole, i.e., a dipole induced in a molecule with 
polarizable electrons. The dipole moments are induced in 
atoms and molecules by the electric fields of nearby charges 
and permanent dipoles. Induction effects arise from the 
distortion of a particular molecule by the electric field of all its 
neighbors, or by internal charge separation in a vibrating non-
symmetrical molecule, which subsequently interacts with the 
external electric fields. Induction effects are always attractive 
and nonadditive. The polarizability represents how easily the 
electrons in the molecule can be displaced by an electric field. 

3. Quantum mechanical forces, which give rise to specific or 
chemical forces (covalent or chemical bonding, hydrogen 
bonds and charge-transfer complexation), dispersion forces 
and to the repulsive steric or exchange interactions (due to 
Pauli’s exclusion principle) that balance the attractive forces at 
very short distances. Dispersion forces are always attractive 
and arise because the charge distributions of the molecules 
fluctuate as electrons move. 

The interaction potential (y) between two molecules (or 
particles in general), also known as pair potential, is related to the 
force between the two molecules (F) by: 

˜ d ry ( )
F r( )= - ij r ° ij (1.1)ij drij 

where rij is the intermolecular separation. The work that must be 
done to separate two molecules from the intermolecular distance 
rij to infinite separation is –y(rij). By convention, attraction forces 
(and potentials) are negative and repulsion forces (and potentials) 
are positive. 

Purely electrostatic interaction potentials can be determined 
using Coulomb’s equation: 

q q  
y C( )rij = i j  (1.2)

pe r4 0 ij 
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7 Molecular Forces 

where qi and qj are the net electric charges of molecules i and j, 
respectively, and e0 is the dielectric permittivity of free space (8.854 
¥ 10–12 C2/J◊m). 

For nonionic molecules, there are three main types of attractive 
interactions: Keesom (dipole–dipole) interactions (Eq. 1.3), Debye 
(dipole–nonpolar) interactions (Eq. 1.4), and London dispersion 
(nonpolar–nonpolar) interactions (Eq. 1.5). All these interactions 
are usually denoted as van der Waals interactions and have in 
common the same dependence with respect to the intermolecular 
separation (rij

–6): 
2 2u u

K i j  1 
y ( )= -rij (1.3)

2 63 4( pe ) k T rB ij0 

2u a
D i j 1 

y ( )= -rij (1.4)
2 6(4pe0 ) rij 

hn a a 
L 3 ij i j 1 

y ( )= -r (1.5)ij 2 64 (4pe r0 ) ij 

where u is the electric dipole moment, kB is the Boltzmann constant 
(1.381 ¥ 10–23 J/K), a is the electric polarizability, h is the Planck 
constant (6.626 ¥ 10–34 J◊s), and n is the electronic ionization 
frequency. The van der Waals interaction is always attractive and 
can, in general, be expressed as: 

vdW y rij = -
C (1.6)( )  
6rij 

where C is the corresponding van der Waals interaction parameter. 
The repulsive interaction for nonionic molecules is given by an 

exponential potential of the form: 
R -Brijy ( )= Ae rij (1.7) 

where A and B are interaction parameters. 
Additional intermolecular potentials correspond to the 

interaction of ionic molecules with permanent dipoles (Eq. 1.8) or 
with nonpolar molecules (Eq. 1.9): 

2 2  
ID i j  1 

y ( )= -r 
q u  

(1.8)ij 2 46 4( pe ) k T r 0 B ij 
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8 Molecular Description of Heterophase Polymerization

q2a
IN i j 1 

y ( )= -r (1.9)ij 2 42 4( pe ) r0 ij 

The general expression for the interaction potential is then: 

T C K D L Ry ( )= y ( )+y ( )+y ( )+y ( )+y rr r r r r ( )ij ij ij ij ij ij 

ID IINy ( )+y ( )+ rij rij (1.10) 

The inclusion of additional potentials in Eq. 1.10 is also possible, 
such as external potentials (e.g., gravity, electromagnetic fields, 
etc.), or specific or chemical interaction potentials (hydrogen bonds, 
metallic bonds, etc.). 

For nonionic molecules, a commonly used approximation is 
the Lennard–Jones interaction potential (Eq. 1.11), where the 
exponential repulsion interaction is approximated by the 12th 
power of the intermolecular distance: 

12 6È ˘Ê s ˆ Ê s ˆ 
LJ Í ˙y ( )  = e ˜ - Á ˜ (1.11)r 4 Áij ÍË rij ¯ Ë rij ¯ ˙

Î ˚ 

where s is the equilibrium distance and e is the energy well depth. 
The 6th power used for the attractive potential is very reasonable, 
based on the dependence of the van der Waals interactions. However, 
the use of a 12th power repulsive potential is not always a good 
approximation. Sometimes, a Buckingham interaction potential, 
using an exponential repulsive interaction together with the van der 
Waals attractive interactions, fits better: 

È Ê rij ˆ 6 ˘a 1-Í 6 ÁË s ˜̄ a Ê s ˆ ˙By ( )= e e - (1.12)rij Á ˜Ía -6 a -6 Ë rij ¯ ˙ 
Í ˙Î ˚ 

where a is an interaction parameter representing the steepness of 
the repulsive interaction. 

Ultimately, intermolecular forces are electrostatic in nature, since 
all molecules present a certain degree of polarization, depending on 
the particular spatial arrangement of the electrons of the atoms. 
Table 1.1 summarizes the main types of intermolecular interaction 
potentials depending on the nature of the interacting molecules. 
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9 Molecular Forces 

Table 1.1 Types of interacting molecules and their interaction potentials 

Interacting Permanent 
molecules Ion dipole Induced dipole 

Ion Electrostatic Eq. (1.8) Eq. (1.9) 
or Coulomb 
(Eq. 1.2) 

Permanent Eq. (1.8) Keesom (Eq. Debye (Eq. 1.4) 
dipole 1.3) 
Induced Eq. (1.9) Debye (Eq. London dispersion (Eq. 1.5) 
dipole 1.4) Short-range repulsion (Eq. 1.7) 

Figure 1.2 shows the typical behavior of the interaction potential 
as a function of intermolecular distance for some representative 
forces: electrostatic interaction (Eq. 1.2) between charges of the 
same sign, van der Waals attraction (Eq. 1.6), and repulsion (Eq. 1.7). 
At larger separations, only the electrostatic forces are significant, 
whereas at short distances, van der Waals and repulsion forces 
become increasingly stronger. 
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Figure 1.2 Interaction potential for the most representative intermolecular 
forces. Solid line: electrostatic force; dotted line: van der Waals force; dashed-
dotted line: repulsive force. 
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10 Molecular Description of Heterophase Polymerization

In Fig. 1.3, the net interaction force between two nonionic 
molecules is presented. Three different models are considered: (1) 
the sum of van der Waals and repulsive interactions, (2) the Lennard– 
Jones interaction potential (Eq. 1.11), and (3) the Buckingham 
interaction potential (Eq. 1.12). All three models predict the formation 
of a potential well, i.e., a minimum in the interaction potential, where 
the net interaction force becomes zero (Eq. 1.1). The distance at 
which the potential well is observed corresponds to the equilibrium 
distance (s) between the two interacting molecules. However, in the 
case of the Lennard–Jones approximation, the interaction potential 
at distance s is zero, but it is not the minimum. The Buckingham 
potential satisfactorily corrects the drift in potential well of the 
Lennard–Jones approximation but predicts a deeper potential well. 

1.3 Molecular Diffusion 

1.3.1 Brownian Motion and the Laws of Diffusion 

The most important consequence of intermolecular forces is the 
continuous, changing motion of the molecules, characterized by an 
apparently random and chaotic behavior, which in fact is the result 
of the permanent collisions between them. Every molecule at any 
particular moment is influenced by the different attraction and 
repulsion forces exerted by its neighbor molecules, whatever kind of 
molecules they are. Following the classical law of motion (Eq. 1.13), 
a molecule i with mass mi will accelerate in space according to the 
force resulting from the summation of all attractive and repulsive 
forces. In addition, rotation, stretching, and some other internal 
types of motion are the result of the interaction forces between the 
different atoms in a molecule, as well as the neighboring atoms from 
different molecules. 



ÂF t( )  
 j iπ 

ij 

a t( )= (1.13)i mi 

The resulting chaotic motion of individual molecules is usually 
denoted as Brownian motion, random motion, or simply as 
diffusion. 
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Figure 1.3 Net interaction potential according to different models. Solid line: 
van der Waals + repulsive forces; dotted line: Lennard–Jones interaction model; 
dashed-dotted line: Buckingham interaction model. 

Brownian motion: Also denoted as random motion or random walk. 
It denotes the typical random behavior of individual molecules or 
particles in a given medium. It was first evidenced and investigated 
by the Scottish botanist Robert Brown in 1827. He concluded that 
this random motion was not related to living motion since it could be 
observed also in suspensions of inorganic materials. 

Diffusion: Process by which matter is transported from one part of a 
system to another as a result of random molecular motions. 

From a purely statistical point of view, the path followed by a 
body subject to random motion may be described by the following 
relationship: 

·x2Ò µ t (1.14) 

In Eq. 1.14, ·x2Ò is the squared displacement of the body averaged 
over an elapsed time t. The proportionality factor is closely related 
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12 Molecular Description of Heterophase Polymerization

to the diffusivity or diffusion coefficient, which is a measure of the 
speed of the displacement (or diffusion) of the body. 

An example of a trajectory described by a particle under 
Brownian motion in three dimensions is presented in Fig. 1.4. 

In a molecular system, the random motion of the molecules 
is caused by the frequent collision with other molecules in the 
proximity. However, a purely Brownian motion can only be observed 
if the forces exerted by other molecules are randomly distributed 
in direction and magnitude in such a way that the average net force 
acting on the molecule over relatively long periods of time is zero. 
Otherwise, a drift will be observed with significant consequences on 
the molecular behavior of the system. 

Figure 1.4 Example of a trajectory obtained by three-dimensional Brownian 
motion projected in two dimensions; the third dimension is perpendicular to 
the page. 

The force exerted on a single molecule will vary in direction and 
magnitude throughout time. The force can be described as the sum 
of two components, an average net force and a random force, as 
follows: 

 
F t( )=Â ij 

 
F 

 
+ X t( )  (1.15) 

j iπ 
 

where the random force X  has an average value of zero. The average 
net force is responsible for the ballistic, center of mass or convective 
motion of the molecules, while the random force causes a random 
motion giving rise to diffusion. 
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Convection: Mechanism by which matter is transported as a result of 
the collective motion of the molecules. 

If the magnitude of the average net force is much larger than the 
magnitude of the random force contribution, the diffusive behavior 
becomes unimportant. 

As a consequence of random molecular motion, heat can also be 
transferred by a process called conduction, which is equivalent to the 
transfer of mass by diffusion. This equivalence was recognized by 
Fick [13] who set the quantitative basis of diffusion by adopting the 
mathematical treatment of heat conduction previously derived by 
Fourier [14]. 

Isotropism: In isotropic substances, the structure and properties in 
the neighborhood of any point are identical. 

For isotropic substances, the motion of a single molecule has 
no preferential direction. If we consider a system with two zones 
of different concentration of a certain type of molecules, the total 
number of molecules diffusing from one zone to the other at a given 
instant will be proportional to the number of molecules present at 
each side of the interface. It is, therefore, evident that there will be a 
net flux of molecules from the zone of higher molecular concentration 
to the zone of lower concentration, and this flux will be proportional 
to the difference in concentration [15]. It is important noticing that 
diffusion is the result of random molecular motion, and that the 
gradient in concentration determines the net flux of molecules in 
purely diffusive systems. For isotropic substances, the net flux of 
molecules is proportional to the concentration gradient and the 
proportionality constant is the diffusion coefficient or diffusivity of 
the molecules in the system (Fick’s first law of diffusion): 


 

J = -D ◊—C (1.16) 
 

where J  is the rate of transfer of molecules per unit area of a section 
(net flux), —C is the concentration gradient of the diffusing substance, 
and D is the diffusion coefficient. The negative sign arises because 
the net flux of molecules takes place from the higher to the lower 
concentration region. The magnitude of the diffusion coefficient 
will depend on the geometry (size and shape) of the molecules 



https://www.twirpx.org & http://chemistry-chemists.com

 

  

 

  

  

 
 

 

 
 

 

14 Molecular Description of Heterophase Polymerization

and on the intermolecular forces present in the system. For an 
anisotropic medium, the diffusion properties also depend on the 
direction in which they are measured, and the diffusion coefficient 
is actually a function of the local spatial composition around 
the diffusing molecule. Some common examples of anisotropic 
media are crystals, textile fibers, and polymer films in which the 
molecules have a preferential direction of orientation. In these cases, 
Eq. 1.16 remains valid, but the diffusion coefficient is a tensor of 
rank 2 and not a scalar. It is possible to relate the rate of change in 
the concentration of the diffusing substance with the net diffusive 

 
flux J , simply from the continuity equation. By making use of the 
first law, Fick’s second law of diffusion can be obtained: 


∂C 2= -— ◊ J D — C= ◊  (1.17)

∂t 
If the effect of composition or temperature on the diffusion 

coefficient cannot be neglected, Fick’s laws of diffusion become: 


 
J = -— D C T  ◊C[ ( , ) ] (1.18) 

∂C 2= —  [D C( , )T C◊ ] (1.19)
∂t 

For nonzero average net interaction forces, the net flux of 
molecules depends on the chemical potential rather than on the 
molecular concentration. The chemical potential or cohesive energy 
(m) represents the total free energy of a molecule (cf. Eq. i), and 
it includes the interaction potentials as well as the contribution 
associated with its thermal energy. 

Chemical potential: The chemical potential is a measure of the net 
interaction energy to which an individual molecule is subject when 
present in a particular environment. 

The development of a consistent theory of Brownian motion 
began with the early contributions of Einstein[16] and Smoluchowski 
[17]. In their pioneering work, they were able to relate the 
microscopic Brownian motion observed in colloidal systems with 
the macroscopic molecular Fickian diffusion coefficient. 

There are some important considerations in Einstein’s solution 
to the problem of Brownian motion: 
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Molecular Diffusion 15 

∑ The motion is caused by the exceedingly frequent impacts on 
the particle of the incessantly moving molecules of fluid in 
which it is suspended. 

∑ The motion of these molecules is so complicated that its effect 
on the particle can only be described probabilistically in terms 
of exceedingly frequent statistically independent impacts. 

∑ Each individual particle executes a motion, which is 
independent of the motions of all other particles. 

∑ The movements of a given particle at different time intervals 
are independent processes. 

Einstein’s analysis led to the following conclusion: 
2∂f x t ∂ (  , )  ( , ) f x t 

= D (1.20)
2∂t ∂x 

where f(x,t) is the probability function of finding a particle at 
position x in time t. This expression is analogous to Fick’s second 
law of diffusion in one dimension (Eq. 1.17), considering that the 
probability function is proportional to the concentration of the 
diffusing compound. This partial differential equation can be solved 
analytically for the case of diffusion from a single point (neglecting 
the interaction between the diffusing particles). The result is the 
Gaussian distribution function: 

2Ê x ˆ 
exp - ˜ 

1 ËÁ 4Dt ̄  
f x( ,t) = (1.21)

4pD t 

such that 

·x2Ò = 2Dt (1.22) 

Equation 1.22 is known as Einstein’s diffusion equation and is 
valid for the diffusion in one dimension. The generalization to three 
dimensions is simply: 

·r2Ò = 6Dt (1.23) 

where r is the distance to the initial position of the molecules. 
Please notice that the molecular diffusion coefficient derived 

by Einstein and the macroscopic diffusion coefficient proposed by 
Fick are proportional but not necessarily exactly the same. This is 
particularly true for multicomponent systems [18]. 
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16 Molecular Description of Heterophase Polymerization

The diffusion equations derived from Smoluchowski’s treatment 
are mathematically identical to those obtained by Einstein. However, 
Smoluchowski considered a concentration-dependent diffusion 
coefficient, while Einstein’s equation defines a constant diffusion 
coefficient. 

A couple of years after Einstein’s original derivation, Langevin 
presented an alternative method, which was quite different from 
Einstein’s and, according to him, “infinitely more simple.” Langevin’s 
equation for Brownian motion can be expressed as [19]: 

2d x  dx 
m = -6pha + X (1.24)

2dt dt 

where m is the mass of the Brownian entity (particle or molecule), 
a is its hydrodynamic radius, x is its position at a given time t, h is 
the viscosity of the continuous phase, and X is a random fluctuating 
force, which is the result of the collisions of the Brownian entity with 
the surrounding molecules of the continuous phase. 

The basic assumptions in Langevin’s approach are as follow: 
∑ There are two forces acting on the particle: a viscous drag and 

a fluctuating force X, which represents the incessant impacts 
of the molecules of the liquid on the Brownian particle. The 
fluctuating forces should be positive and negative with equal 
probability. 

∑ The mean kinetic energy of the Brownian particle in 
equilibrium should reach, in one dimension, a value of: 

1 2 1mv = k T  (1.25)B2 2 

∑ The random force has an average mean value of zero and is 
independent of its previous values. That is, <X> = 0 and <X(t) 
X(t¢ )> = Gd(t – t¢ ), where G = 12phakBT/Dt and d is Dirac’s 
delta function. 

Langevin solved Eq. 1.24 and found that: 
2d x( )  k TB= ph t m+Cexp(-6 a / )  (1.26)

dt 3pha 

where C is an arbitrary constant. Langevin estimated that the 
decaying exponential approaches zero with a time constant of the 
order of 10–8 s, which for any practical observation at that time could 
be neglected. Integrating the last equation, it is found that 
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Molecular Diffusion 17 

k T2 Bx = t (1.27)
3pha 

which corresponds to the expression deduced by Einstein, provided 
that 

k TBD = (1.28)
6pha 

This last expression is usually denoted as the Stokes–Einstein 
equation. 

1.3.2 Brownian Dynamics (BD) Simulation 

The numerical solution to Langevin’s equation for Brownian motion 
(Eq. 1.24) is known as Langevin Dynamics simulation. If the system 
is assumed to relax completely, the solution to the equations of 
motion corresponds to the method of Brownian Dynamics (BD) 
simulation. There are several techniques for the numerical solution 
to Brownian motion [20]. One of the most representative methods 
is the Monte Carlo random flight (MCRF) algorithm [21, 22]. A 
flowchart for the MCRF algorithm for BD simulation is presented in 
Fig. 1.5. 

Brownian entity: Any individual material entity, either individual 
molecules, fragments of molecules (such as radicals or ions), or 
molecules aggregated as a particle, for which Brownian motion is 
relevant. Brownian entities have sizes usually up to 1 mm. Larger 
entities are practically insensitive to Brownian motion. 

The simulation is restricted to a small cell (usually cubic) 
containing a given number of Brownian entities. Periodic boundary 
conditions are applied to take into account the effect of large-
scale systems. In the MCRF method, the diffusive displacement on 
each direction for each molecule or particle at each time-step dt is 
obtained from a normal Gaussian distribution with mean zero and 
variance 

As the first step, the initial positions of the Brownian entities are 
randomly determined considering a uniform probability distribution 
in the simulation cell, always checking that particle superposition 
is not taking place. The Brownian motion of the particles is then 
simulated in time-steps given by 

2Ddt . 
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18 Molecular Description of Heterophase Polymerization

2Ê d mD ̂  
min dt = max a , ˜ (1.29)

Ë
Á D k TB ¯ 

where dmin is the minimum separation between the surface of two 
particles, D is the diffusion coefficient of the particles, a is a “damping” 
factor, which is selected based on the probability of collision during 
the simulated time-step dt, m is the mass of the Brownian entities, T 
is the temperature of the system, and kB is the Boltzmann constant. 

The term mD/kBT expresses the relaxation time for the motion 
of the smallest Brownian entity, which is the time resolution of the 
MCRF simulation method and is obtained from Eqs. 1.26 and 1.28. 
When the separation between entities is large, the computation 
efficiency can be improved by increasing the time-step of the 
simulation proportionally to dmin

2/D [22]. This means that the 
simulated time-step will be proportional to the squared distance 
between Brownian entities, but the minimum time-step considered 
will be that of the corresponding relaxation time of the momentum of 
the smallest Brownian entities. The probability of collision between 
Brownian entities is related to the damping factor a, according 
to the expression a =(2Z2)–1, where Z is the inverse of the normal 
cumulative probability of collision and corresponds to the closest 
distance between entities expressed in the number of standard 
deviations. Thus, in order to obtain a collision probability of the 
order of 10–7 for time-steps larger than the relaxation time, a value 
of a = 0.01852 is used [22]. This value guarantees that practically 
every collision will occur with a resolution corresponding to the 
momentum relaxation time. At each time-step, the movement of the 
entities in each direction (in rectangular coordinates) is calculated 
as: 

dx = xG 2D dt (1.30)r 

xG is a random number obtained from a Gaussian distribution 
with mean 0 and variance 1. 

Several important applications of the interaction between 
Brownian entities (such as radicals, macromolecules, or colloidal 
particles) can be found in the literature [21, 23]. BD simulation is 
perhaps the most suitable method for the simulation of systems at 
the colloidal scale, and it is also useful for the simulation of molecules 
in solution. 
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Set the time-step (dt) as the relaxation 
time of Brownian motion
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the particles (V) using Einstein’s diffusion 

equation

t = t + dt

Figure 1.5  Monte Carlo random flight (MCRF) algorithm.

1.3.3  Macromolecular Diffusion

Molecular diffusion is one of the most important processes taking 
place in heterophase polymerization. The net molecular flux by 
diffusion is determined by the difference in chemical potential 
between two different regions, which in turn depends on the 
intermolecular potentials. At steady state, there is no chemical 
potential difference and the net molecular flux becomes zero. It is 

Molecular Diffusion
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20 Molecular Description of Heterophase Polymerization

by molecular diffusion that active molecules, monomer molecules, 
and oligomers present in the continuous phase can reach and enter 
the polymer particles. Similarly, it is by molecular diffusion in the 
polymer phase that molecules present inside polymer particles 
can reach the surface and desorb. Bimolecular reactions, such as 
propagation and termination for radical polymerization, can also 
occur only if the reactants (and the reactive sites) approach each 
other by diffusion. For example, termination requires as the first 
step the approach of the polymer chains by molecular diffusion and 
as the second step the segmental diffusion of the active chain ends. 
If the diffusion process is slow compared to the rate of reaction, the 
reaction becomes diffusion-controlled. 

The diffusivity of a system depends on the nature and strength 
of the intermolecular interactions, on the kinetic energy of the 
molecules (associated to the temperature of the system), and on 
the size and concentration of the molecules. In some systems, 
the diffusion coefficients are extremely sensitive to the process 
conditions. A particular and relevant example of this situation is 
the diffusion in polymer media. The diffusion coefficients for small 
molecules (solvent or monomer) through polymer solutions in the 
vicinity of the glass transition are known to change by as much 
as six orders of magnitude with only a small change in polymer 
concentration [24]. A mathematical expression relating the diffusion 
coefficient of a small molecule in a polymer was obtained by Vrentas 
and Duda [25] using the free-volume theory developed by Fujita 
[26]. The free-volume theory is by far the most widely used theory for 
predicting diffusion coefficients in polymers and polymer solutions. 
Free volume exists in a system because of geometrical restrictions, 
random thermal motion, and intermolecular repulsive potentials. 

Free-volume theory: The diffusion of a molecule is only possible if 
there is enough free space or free volume surrounding the diffusing 
molecule to accommodate it. 

Even if an individual hole may not be large enough to 
accommodate a diffusing molecule, the cooperative motion of several 
neighboring molecules may allow two or more holes to merge into a 
single hole large enough for diffusion to occur. As the free volume of 
a system is reduced, the energy required by the diffusing molecule 
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Molecular Diffusion 21 

to accommodate in a new position increases, and therefore, the 
diffusion coefficient will decrease exponentially. According to the 
free-volume theory, the diffusion coefficient of a small molecule in a 
polymer can be obtained from the following equation: 

* *Ê (1 -w V  p ) 1 +w x v V ˆ 
-E k T p 2/ BD p = D p01e expÁ -g ˜ (1.31)

Á ˜Ë VFH ¯ 

where the subscripts 1 and 2 represent the small molecule and the 
polymer, respectively; E is the attractive energy between the small 
molecule and its polymer neighbors; Dp01 is a pre-exponential factor; 
g is a correction factor for the free-volume overlap; wp is the weight 
fraction of polymer; Vi* is the specific critical hole free volume of the 
component i; xv is the ratio of the critical molar volume of the small 
molecule jumping unit to that of the polymer jumping unit; and 

VFH = ( -w K (K T T 1 )+w K  (K22 + - g ) (1.32)1 ) 21 + - p T T 2p 11 g 12  

where VFH is the average size of the free volume per gram of mixture, 
Kij are parameters of the system, and Tgi is the glass transition 
temperature for each component. 

The free-volume theory of diffusion is a macroscopic semi-
empirical theory based on the motion and interaction forces between 
the molecules. However, if the trajectories and velocities of all the 
molecules in the system over a certain period of time are known, 
the diffusion coefficients can be directly obtained simply by using 
Einstein’s description of Brownian motion (Eq. 1.23). 

Molecular modeling simulation methods as well as the model of 
Vrentas and Duda [25] are perhaps the most relevant approaches 
for the estimation of diffusion coefficients in polymers because they 
consider explicitly the intermolecular forces between the polymer 
and the diffusing molecule. 

A different expression for molecular diffusion in polymers 
was obtained by Yasuda et al. [27], who found that the diffusion 
coefficient can be expressed as 

0 Ê bx (1 - a )ˆ 
vD = D exp - (1.33)p p Á ˜Ë 1 + ax v ¯ 

where Dp
0 is the self-diffusion coefficient of the small molecule, b 

= V*/VFm, a = VFp/VFm, xv = j/(1 – j), V* is the critical free-volume 
fraction necessary for diffusion to take place, VFm and VFp are the 
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22 Molecular Description of Heterophase Polymerization

free-volume fractions of small molecules and polymer, and j is the 
volume fraction of small molecules. 

A simplified approach was presented by Chang et al. [28]. They 
expressed the diffusion coefficient of a small molecule inside the 
polymer particle as 

Dp = K(j –j0)2 (1.34) 

where K is a constant and j0 is a parameter defined as a function of Tg. 
j0 is zero at about 20–30°C above Tg, positive at lower temperatures, 
and negative at higher temperatures. 

An alternative for the estimation of diffusion coefficients, valid 
only for low polymer concentrations, is the expression for high-
viscosity liquids obtained by Hiss and Cussler [29] based on Eyring’s 
theory of absolute reaction rates. In this case, 

πk T  Ê DG ˆ 
BD = exp - (1.35)p h2 3  1 3/ h / ËÁ 

3k T ¯̃ 
B 

where h is the Planck constant, h is the viscosity of the mixture, and 
DGπ is the activation free energy for the diffusion of the molecule. 

An additional problem arises when the growth of oligomers 
is considered, because the diffusion coefficient is reduced by the 
incorporation of additional monomer units in the chain. In this case, 
some empirical equations have been developed for the estimation 
of diffusion coefficients as a function of the oligomer size and 
monomer fraction in the particles [24, 30]. For example, Griffiths et 
al. [30] obtained an empirical equation for estimating the diffusion 
coefficients of oligomers of chain length i, inside monomer-swollen 
polymer particles as a function of the degree of polymerization of 
the oligomer and the weight fraction of polymer in the particle: 

D w )p1 pD w )
( 

(1.36)( = pi p . + . w0 664 2 02 pi 
This expression is valid for a variety of monomers when 

the concentration of polymer in the particles is above a critical 
concentration at which polymer chains start to overlap. 

A different approach for estimating the diffusion coefficients of 
small molecules in polymer particles is the use of molecular modeling 
simulation methods, such as molecular dynamics, coarse-grained, 
or Monte Carlo methods [31–33]. In this approach, the molecular 
motion of a molecule or the oligomer of a given size in a polymer 
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phase of a given composition is simulated taking into account the 
different intermolecular forces exerted by the neighboring molecules 
(polymer chains, monomer, etc.). A suitable autocorrelation function 
is then used to calculate the diffusion coefficient of the small molecule 
from the trajectories obtained. Additional information about the 
modeling of diffusion in polymers can be found in the review paper 
of Masaro and Zhu [34]. 

Molecular modeling simulation methods as well as the model 
of Vrentas and Duda are perhaps the most relevant approaches for 
the estimation of diffusion coefficients in polymers because they 
explicitly consider the intermolecular forces between the polymer 
and the diffusing molecule. 

1.3.4 Molecular Diffusion by Molecular Dynamics 
Simulation 

Molecular dynamics (MD) simulation is a method used to follow the 
trajectories and velocities of an ensemble of atoms or molecules 
subject to interatomic or intermolecular forces for a certain period 
of time. Atoms and molecules, which are large assemblies of a huge 
number of quantum particles, can be satisfactorily described by 
Newton’s classical equations of motion [31, 35]: 



dvi  
= 

1 ÂFij (1.37)
dt mi j iπ 



dxi  
= v (1.38)idt 

 

where vi  is the velocity, mi is the mass and xi  is the position of the 
 

i-th molecule, Fij  is the interaction force between the i-th and j-th 
molecules, and t is the time. Additional external or internal (mean 
field) forces can also be considered. 

By means of MD simulation, different equilibrium and non-
equilibrium properties of a system can be determined. Some 
relevant examples include: the conformation of a molecule in a 
certain medium, the calculation of transport properties of the system 
(viscosity, thermal conductivity, and diffusion), and the estimation of 
the total energy of the system (potential energy + kinetic energy). 

Different types of ensembles can be simulated in MD. Perhaps the 
most commonly used ensembles are the canonical or NVT ensemble 
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24 Molecular Description of Heterophase Polymerization

(constant number of molecules N, volume V, and temperature T) and 
the microcanonical or NVE ensemble (constant number of molecules 
N, volume V, and energy E). However, it is also possible to simulate 
grand-canonical or mVT (constant chemical potential m, volume, 
and temperature), isothermal–isobaric or NpT (constant number of 
molecules, pressure p, and temperature), and isoenthalpic–isobaric 
or NpH ensembles (constant number of molecules, pressure, and 
enthalpy H), by using adequate algorithms for solving the equations 
of motion. 

As long as reliable expressions for calculating intermolecular 
forces are available, the diffusion coefficient of a system can be 
calculated from MD simulation as follows: 

N nD 
2 

r t  - r ( )0ÂÂ( ij ( )  ij )
21 < ( (r t  )- r(0)) > 1 i=1 j=1D = lim = lim 

2nD tÆ• t 2NnD tÆ• t 
(1.39) 

where N is the number of molecules used for the determination of 
the diffusivity, nD is the number of spatial dimensions considered, 
and rij is the position of the center of mass of the molecule i in the 
j-th direction. Equation 1.39 is usually referred to as the Wiener– 
Einstein equation. 

An alternative formulation of Einstein’s equation was developed 
by Green and Kubo [36–38], where the diffusivity can be calculated 
as an autocorrelation function of the velocities of the molecules: 

t t N
  1  

D = lim < v ◊ 0 > dt = l i( )◊ i( )dt( ) ( )t v  im v t  v 0 (1.40)
tÆ•Ú N tÆ•ÚÂ 

i=10 0

Both approaches are equivalent and equally valid. As mentioned 
before, the use of MD simulation for the determination of diffusion 
coefficients relies on accurate models for describing the interaction 
potential between the molecules. Some of the most common models 
for nonpolar molecules are the Lennard–Jones and Buckingham 
potentials (see Section 1.2). The interaction parameters of these 
models can be obtained from physicochemical experimental data 
(e.g., phase-change enthalpies), but it is also possible to estimate the 
parameters using semi-empirical or ab initio molecular modeling 
methods [39]. 
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Molecular Diffusion 25 

In order to show the dependence of the diffusion coefficient on 
the intermolecular forces in the system, the Buckingham interaction 
potential (Eq. 1.12) was used to calculate the molecular self-diffusion 
coefficients from the Wiener–Einstein expression (Eq. 1.39) using an 
MD simulation of an NVT ensemble. In order to reduce the numerical 
error during the calculations, the following reduced dimensions 
were employed: 

* t = s m 
e 

(1.41) 

* D m
D = 

s e  
(1.42) 

k T* BT = 
e 

(1.43) 

3 
* rs 

r = 
m 

(1.44) 

a* = a (1.45) 

m* = s* = e* = 1 (1.46) 

where m is the mass of a single molecule, and s, e, and a are the 
interaction parameters of the Buckingham interaction potential 
(Eq. 1.12). 

The values of a * in the range between 10 and 15 were used, 
according to the values reported for several interaction parameters 
obtained using force field methods [40]. The effect of the repulsion 
steepness of the Buckingham interaction potential (a*) on the 
reduced diffusion coefficient is presented in Fig. 1.6. It is observed 
that the reduced diffusivity is very sensitive to small variations in the 
value of a*. However, there is a clear trend for decreasing the values 
of the reduced diffusion coefficient as a* is increased. Although 
the functional dependence of D* on a* may be highly nonlinear, for 
the range of values considered, it can be approximated by a linear 
function. 

Using MD simulation, it is possible to obtain an approximate 
expression for the diffusion coefficient as a function of the system 
conditions and interaction parameters [8]: 
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3k T  Ê A N  s ˆ 
B 2 AD T P a m s ª A s exp - (A( , , ,  , )  1 ˜ 3 - a ) (1.47)
m Ë

Á V T P( , ) m ¯ 

where A1 = 0.093, A2 = 8.6404, A3 = 16.9684, and Vm = NAm/r is the 
molar volume. Notice that although the potential well depth (e) 
determines the strength of the interaction forces, the net effect on 
the diffusion coefficient of the molecules is apparently negligible. 

The expression in the exponential of Eq. 1.47 contains the 
effect of the free volume on the diffusion coefficient. The diffusion 
coefficient is, therefore, mainly determined by the free volume of 
the system, the temperature of the system, the size and mass of the 
molecules, and the steepness of the intermolecular repulsion. 
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Figure 1.6 Effect of repulsion steepness on reduced diffusion coefficient. 
T* = 2, r* = 0.3. Data points: MD simulation. Error bars: Estimation error using 
MD simulation. Dotted line (red): smoothed curve. Solid line (blue): best linear 
fit. 

1.4 Molecular Phases 

In many cases, the net time-averaged force exerted by different 
neighboring molecules as well as any other external force on a 
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particular molecule is nonzero, and this results in the displacement 
of the molecule until it reaches a place where the external forces are 
finally balanced (on a long-time average basis). A continuous region 
composed of molecules with an almost zero net time-averaged 
external force is denoted as a “phase.” It is important to notice that a 
phase can contain different types of molecules, or in other words, a 
phase can be a multicomponent mixture. 

All molecules are driven by external forces to the most stable 
region where external forces are balanced. Let us consider different 
possible scenarios for any given molecule: 

∑ A molecule present in an unstable region (nonzero net average 
force) will move until a balance is reached (in a different 
phase), either by entering a different phase or by aggregating 
with other molecules to form a new phase (cf. Fig. 1.7A). 
Thus, a phase change occurs. This is the case of coalescence of 
droplets or particles of immiscible substances in the absence 
of stirring, since there is a difference in the gravitational 
force exerted on molecules with different density forcing 
the heavier molecules to go the bottom of the vessel. It is 
important to notice that the difference in gravitational forces 
is only important if its magnitude is much higher than the 
magnitude of the local and temporal force fluctuations. 

∑ A molecule present in a stable region can aggregate with 
other molecules of the same stable region forming a new and 
more stable phase when environmental conditions change (cf. 
Fig. 1.7B). This phenomenon also represents a phase change, 
and it can be driven by changes in environmental conditions 
(pressure, temperature) and composition. An example is 
the crystallization of a liquid phase (assemble on top is also 
possible depending on the density difference between phases). 
The molecules in the liquid phase are in a stable system until 
energy is removed from the system. The molecules with 
lower energy find a new equilibrium point at closer distances, 
forming regular arrays of molecules known as crystals. Under 
certain environmental conditions, some systems may present 
miscibility gaps, leading to the coexistence of two or more 
different stable phases. 
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Figure 1.7 Examples of phase change and phase segregation. Black circles 
represent molecules with nonzero net average interaction forces in the initial 
state. Gray circles represent molecules with zero net average interaction forces 
in the initial state but forced to different phases by external changes. White 
circles represent all other molecules with zero net average interaction forces. 
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∑ A molecule is present in an unstable region, and it is not 
able to find balance inside a phase, but only at interfaces (cf. 
Fig. 1.7C). In some special cases (e.g., surfactants), molecules 
can only find balance between two different phases, as they 
are not fully compatible with only one of them. By staying at 
the interface, the molecules find their balance in the interfacial 
force, and at the same time, they provide stability to the whole 
molecular domain since the interfacial forces are nonzero net 
forces present at the interfaces. 

∑ A molecule that is already in a stable region with time-
averaged balanced external forces tends to remain in its 
current phase, unless an external force is exerted, which forces 
the molecule to a different phase (cf. Fig. 1.7D). This is the 
case of mixing in a reactor, where the external force exerted by 
the stirrer can segregate a phase composed of a large number 
of molecules into many phases (e.g., immiscible droplets) 
composed of relatively few molecules. Sometimes a molecule 
that is already in a stable region can go to a different phase 
as a result of local and temporal fluctuations in the external 
forces. This behavior is also observed during evaporation 
and condensation processes. Depending on the strength of 
external forces (as well as cohesive forces), a molecule can 
either abandon or become part of a condensed phase. 

A system composed of a single phase is denoted as homogeneous, 
whereas a system containing two or more phases is denoted as 
heterogeneous. Even though this is a very clear definition, the 
identification of different phases is rather subjective in the sense that 
the detection of heterogeneity strongly depends on the sensitivity 
of the observation technique. As it was mentioned earlier, a phase 
can be identified by a nonzero time-averaged net force acting on the 
bulk of the molecules composing the phase; however, this definition 
is dependent on the time scale considered and subsequently, on 
the length scale considered. From a practical point of view, the 
determination of time-averaged net forces is not straightforward, 
and therefore, the identification of phases is done based on the 
observation of physicochemical properties, e.g., appearance, density, 
refractive index, etc. 

The influence of the observation length scale (or magnification 
ability of the observer) on the definition of a homogeneous phase 
is exemplified in Fig. 1.8. A system observed as homogeneous from 
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a macroscopic point of view (Fig. 1.8A) can be shown to be actually 
heterogeneous at smaller scales (Figs. 1.8B and 1.8C). When both 
the inner squares in Fig. 1.8A are compared, no differences in their 
properties are observed and, therefore, the system is perceived as 
homogeneous. The same result is obtained when the inner squares of 
Fig. 1.8B are compared. No significant differences in their properties 
are found even though a heterogeneous internal structure can be 
observed. Finally, the inner squares of Fig. 1.8C clearly show different 
(instantaneous) properties, demonstrating the heterogeneity of the 
system at smaller length scales. Please notice that observation of 
different regions of small-scale systems for longer times will again 
result in similar properties; thus, the time scale of the observation is 
also important. 

A B C 

Figure 1.8 Illustration of the effect of observation length scale on the 
heterogeneity of a system. In sketch (A), the system is observed from a 
macroscopic perspective. Sketch (B) corresponds to a zoom on a section of 
system (A). Sketch (C) corresponds to a zoom on a section of system (B). In each 
sketch, the outer and inner squares represent different observation volumes. 

Since chemical systems are composed of individual molecules, it 
is possible to state that all chemical systems are heterogeneous at the 
molecular level, even though they can be perceived as homogeneous at 
the macroscopic level. Homogeneity is actually an apparent condition 
of a system, when it is observed at certain particular time and length 
scales. Thus, homogeneous systems are only particular cases of 
the more general heterogeneous systems. This is the reason why 
homogeneous polymerization can be considered a particular case of 
the more general heterophase polymerization processes. 

Molecular heterogeneity principle: All chemical systems are 
heterogeneous at the molecular level, even though they can be 
perceived as homogeneous at the macroscopic level. 
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Quantification of homogeneity and heterogeneity is possible. 
Dispersity is a quantitative measure for heterogeneity that 
characterizes the degree of division of the heterophase system. 
It is defined as the reciprocal average characteristic length 
scale of the dispersed phase. A chemical system where all 
components are of similar size and perfectly miscible with each 
other appears homogeneous for any analytical technique at 
any moment of time that probes spatial dimensions, which are 
much larger than the molecular volume of the components (cf. 
Fig. 1.8A). If, however, reactants participate with molecular 
dimensions that differ by orders of magnitude like during 
polymerization, an apparently homogeneous system might appear 
heterogeneous (cf. Fig. 1.8C). 

Spatial inhomogeneity of a macroscopically homogeneous 
volume element where chemical reactions take place will strongly 
depend on the reaction-diffusion kinetics at the molecular scale. 
Under such conditions, homogeneity is a function of characteristic 
times (defined by kinetics) and volumes (defined by molecular 
dimensions). In other words, the important issue here is how fast 
concentration differences can be re-equilibrated by molecular 
diffusion after a particular reaction has occurred. Thus, molecular 
diffusion and kinetics compete in this consideration, particularly by 
their corresponding characteristic time scales. 

Molecular phases are very important for chemical reactions 
since chemical forces act locally at very short distances. A single 
molecule can only react with its neighboring molecules and 
not with the same probability with any molecule in the system 
as it is assumed in ideal chemical kinetic models. Thus, the local 
environment around a given molecule determines its reaction 
kinetics; and since the local molecular environment is different for 
each phase present in the system, different reaction rates should 
be expected for molecules of the same chemical species, which are 
present in different phases. An overall picture of the kinetics of a 
heterogeneous system should take into account not only the kinetics 
for each phase, but also the molecular partitioning among all phases, 
and the molecular exchange between phases. 
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1.5 Molecular Behavior at Interfaces 

The boundary between two different adjacent phases is known as an 
interface. At the macroscopic scale, this is a clear and straightforward 
definition. However, at the molecular scale, considering the 
molecular heterogeneity of matter, the concept of an interface 
becomes fuzzy. Molecules are in permanent motion, and they may 
keep transferring from one phase to another (where those phases 
are defined at particular time and length scales). The exact place 
and moment when a molecule abandons a phase and becomes part 
of another is practically impossible to determine, because by doing 
so, we would be changing the time and length scales of observation, 
thus disturbing the definition of the original phases. This is somehow 
similar to Heisenberg’s uncertainty principle: by trying to measure a 
property, the original system is disturbed leading to incorrect results. 
Therefore, the interface between two different phases is an ideal and 
quite easy concept for geometrically clearly defined contact areas 
but with no clear representation at the molecular scale. However, 
the ideal concept of a molecular interface can be used to further 
understand, in principle, the behavior of adjacent phases. 

Let us consider the behavior of a molecule or molecular aggregate 
at the interface between two different phases. In the bulk of each 
phase, such molecule or aggregate has a corresponding diffusion 
coefficient, but at the interface, the behavior may be completely 
different because the molecules at the interface are subjected to 
different forces and thus they have different mobility compared 
to the molecules in the bulk of each phase. For strongly adsorbed 
molecules (surfactants below its saturation concentration), diffusion 
at interfaces happens mainly in two dimensions. The cooperative 
motion of assemblies of such molecules resembles rafting. The 
situation depicted in Fig. 1.9 is a different one as no third phase 
molecules (surfactants) are considered to be present. Blue spheres 
(left) represent molecules belonging to a certain phase, whereas 
yellow spheres (right) represent molecules of an adjacent phase. 
Green spheres (center) represent the molecules at the ideal flat 
interface between those two phases. Black arrows indicate the net 
force vector acting on each molecule. According to the definition of 
a phase given in Section 1.4, the net force acting on the molecules of 
each phase is zero. However, the net force acting on the molecules 
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at the interface cannot be zero because their surroundings have 
different properties. 

<F>=0 <F>˜0 <F>=0 

Figure 1.9 Diffusion of molecules at a flat interface between two phases. 

According to Langevin’s equation (Eq. 1.24), external force 
fields and interaction potentials are neglected in the description of 
molecular Brownian motion, although the interaction potentials are 
implicitly considered in both the drag force and the random force 
through the viscosity term. Thus, it is possible to explicitly consider 
additional nonzero net forces in Eq. 1.24 and perform BD simulation 
assuming a net drift in the system as a result of these forces. 
Assuming negligible differences in viscosity between both phases, 
the equation of motion in the direction normal to the interface ( x 

 ) 
can be expressed as: 

2  
d x  dx 

m = -6pha + F (1.48)
2dt dt 

 
where F  is the force acting on the molecule at the interface, and h is 
the bulk viscosity of the phase in the direction of the motion of the 
molecule. 
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34 Molecular Description of Heterophase Polymerization

Averaging Eq. 1.48 and using Eq. 1.28: 


 Fd v  k T  B+ v = (1.49)
dt mD m 

where v  is the molecular velocity, and D is the effective diffusion 
coefficient of the molecule. Solving Eq. 1.49, the following expression 
for the average velocity of the molecules at the interface is obtained: 

k T  ˆB
 D Ê 

 - t 
mDv = Á F -Cme ˜ (1.50)

˜kT ÁË ¯ 
where C is an integration constant. When times longer than the 
relaxation time are considered, the average drift experienced by the 
molecules is obtained: 



 D Fd x
 
v = = (1.51)

dt k TB 

The molecular velocity can be calculated as the sum of two 
contributions, the drift at the interface and Brownian motion: 

   
v = v + vBM (1.52) 

where vBM  is described by a Gaussian distribution function with 
mean zero and standard deviation . 

Integrating Eq. 1.52 results in 
˜ 

D F˜
Dx = Dt + x 2DDt u° x (1.53)

k T  G 
B 

where xG is a random number obtained from a Gaussian distribution 
of mean zero and standard deviation 1, and u x  is the unit vector 
in the positive direction. If the average net force acting on the 
molecules at the interface is zero, the behavior predicted by pure 
Brownian motion is obtained. In this case, the probability for a single 
molecule to move in the positive ( u x) or negative (-u x) direction is 
1/2. If the average net force is not zero, the molecules will have a 
higher probability of moving in the direction of the net force. 

Let us now consider an average net force acting on the molecules ˜ 
at the interface in the negative direction: F = -Fu ° x, being F > 0. Please 
notice that it is a time-average force, and not an instantaneous force. 
Thus, it may eventually act on the positive direction resulting in the 

2D t/ D 



https://www.twirpx.org & http://chemistry-chemists.com

  

 

 

  

 

  

  

  

 

Molecular Behavior at Interfaces 35 

molecule also moving in the positive direction. The probability of the 
molecule moving in the positive direction will be given by 

Ê F 
1 - erf ÁÊ F ˆ Ë 2k T  ¯ BP x(D >0 = - P Á £ 2 D ˜) 1 xG D t  = 

Ë 2k T  ¯ 2B 
(1.54) 

The probability of a molecule moving in the positive direction 
subjected to an average net force in the negative direction relative 
to the probability under pure Brownian motion represents the 
efficiency factor in one dimension: 

P xD 0 Ê F ˆ( > )
f = = - erf D t  (1.55)1 2 DÁ ˜1 2/ Ë 2k T  ¯ B 

For relatively low drift values, the term 2D tD  can be regarded 
as the net displacement of the molecule and, therefore, 

t F x E  (1.56)ª D = transfer 

where Etransfer is the energy of phase transfer of the molecule and 
corresponds to the work made by the system to displace the molecule 
a distance Dx by means of the force F. Therefore, 

Ê E ˆ 2 Ê E ˆ
transfer transfer f ª - erf ª exp -1 (1.57)Á ˜ Á ˜Ë 2k TB ¯ p Ë k TB ¯ 

which is similar to the usual expression used for the description of 
the efficiency of a process limited by an energy barrier. Equation 
1.57, valid for only one dimension, implies that the energy barrier 
against phase transfer can be supplied by the kinetic energy of the 
molecules. Since thermal motion takes place in three dimensions, 
the corrected expression for the efficiency factor is 

2 Ê E ˆ
transfer f3 ª expÁ - ˜ (1.58)D
3k Tp Ë B ¯ 

Equations 1.57 and 1.58 also indicate that the activation energy 
for the transfer of a molecule across an interface is proportional 
to the average net force opposing to the transfer acting at the 
interface. At a molecular scale, this force can be obtained from the 
interaction potentials between the molecules at the interface and 

D tD
ˆ 
˜2 

F  D2 D
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their surrounding molecules. It is also important to notice that the 
mobility of the molecules is reduced at the interface as a result of the 
energy barrier for phase transfer. 

Phase transfer activation energy: Work required for displacing a 
molecule across the interface between two phases. It is proportional to 
the average net force opposing transfer. 

The dynamic unbalance of forces at the interface between 
different phases leads to the phenomenon of interfacial tension. 
These forces at the interface, responsible for the energy barrier 
to the transfer of molecules from one phase to the other, are also 
responsible for the different rates of molecular transfer between 
phases, depending on the nature of the molecule transferred. It also 
represents a mechanical barrier, the strength of which depends on 
the particular conditions. The magnitude of the interfacial tension 
is extremely important because it determines how intensely both 
phases interact. The higher the interfacial tension (say about 70 
mN/m), the interfacial area tends to minimize. On the contrary, 
at very low interfacial tension (as low as 0.001 mN/m) triggered 
by high concentration of surfactant and a special combination of 
surfactant/co-surfactant, a bicontinuous phase is formed possessing 
a huge interfacial area. In this case, one cannot distinguish between 
water-in-oil (W/O) or oil-in-water (O/W) emulsion; in fact it is a 
microemulsion. 

Interfacial tension: It is the net total energy per unit area of the 
interface, resulting from the forces that pull molecules at the interface 
toward the bulk of each of the adjacent phases. 

1.6 Polymerization 

Polymerization is a process leading to the synthesis of large 
molecules (polymers or macromolecules) as a result of the binding of 
molecular building blocks called monomers. Molecules obtained by 
binding only a relatively small number of monomer units are usually 
denoted as oligomers. Particularly for heterophase polymerization, 
one must consider the fact that the properties of oligomers greatly 
differ from that of polymers. Important differences exist with 
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respect to their physical properties (aggregation state, mobility, 
solubility, association, and swelling behavior) and all mechanical 
properties. In addition, the shorter the chain length, the stronger the 
influence of the end groups on these properties. The bonds between 
monomer units can be chemical (e.g., covalent bonds) or physical 
(e.g., hydrogen bonding, metal coordination). When monomer units 
are physically bonded, the resulting macromolecules are denoted as 
supramolecular polymers [41, 42]. 

Monomer: The term “monomer” is derived from the Greek words mono 
(one) and meros (part). 

Oligomer: Short polymers are usually denoted as oligomers (some 
parts), while large macromolecules are designated as polymers (many 
parts). Oligomer comprises between 2 and 10–100 monomer units. 
Even though there is not a clear limiting size between oligomers and 
polymers, the key difference is that for an oligomer, its properties 
significantly change when one monomer unit is added or removed. 

Carothers [43] classified polymerization processes, depending 
on the final products obtained, into two main groups: addition 
polymerization and condensation polymerization. The basic difference 
between these two groups is that the mass of a macromolecule 
formed by addition polymerization is exactly the sum of the 
molecular masses of all the monomers used in its synthesis. On 
the contrary, the molecular mass of a macromolecule formed by 
condensation is less than the sum of its components because during 
the incorporation of a monomer into the chain, a small by-product 
molecule is formed. The common feature is that the monomers 
must be at least bifunctional in order to carry out a polymerization 
reaction. 

Flory, on the other hand, classified polymerization processes 
depending on their mechanism of reaction into step-growth 
polymerization and chain-growth polymerization [3]. The main 
difference between these two mechanisms is that in step-growth 
polymerization, the reacting sites (functional groups) are consumed 
after each polymerization step; whereas for chain-growth 
polymerization, the reacting sites (active chemical sites such as free 
radicals and ions) are not necessarily consumed after each chain-
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growth event. As a result, chain-growth polymerization is faster than 
step-growth polymerization, leading to larger polymers formed in 
shorter times, but also leaving unreacted monomer until the end of 
the polymerization. 

Ring-opening polymerization is a particular case of chain-
growth polymerization where an active site breaks a bond in a 
cyclic monomer and incorporates the resulting acyclic structure 
into the backbone of the polymer. In the case of supramolecular 
polymerization, a ring-chain polymerization mechanism is possible, 
but the ring opening takes place by physical forces rather than by an 
active chemical site. 

In general, supramolecular polymerization consists on 
addition polymerization processes taking place via the step-
growth polymerization mechanism (e.g., isodesmic and ring-chain 
polymerization). There is another particular type of supramolecular 
polymerization known as cooperative polymerization, which 
resembles the behavior of chain-growth polymerization (long chains 
are quickly formed), even though it still operates by step-growth. 
The reason for this behavior is that monomers and long polymers 
are thermodynamically more stable than certain oligomers (nuclei) 
[44]. 

According to the chemical mechanism of monomer incorporation 
(type of active site involved), chain-growth polymerization 
processes can be classified into free-radical polymerization, ionic 
polymerization, and coordination polymerization. In free-radical 
polymerization, the growing chain contains at least one unpaired 
electron (free radical), which reacts readily with a molecule with at 
least one unsaturated bond, leading to chain growth. In free-radical 
polymerization, the radicals can be generated in very different 
ways. The simplest ways are naturally given, including thermal and 
radiative radical generation. Radiative initiation can be caused by 
light or background radiation on earth. It is also possible to generate 
radicals from the decomposition of sensitive molecules called 
initiators. Some initiators decompose with temperature (thermal 
initiation), some others under the effect of light (photoinitiators), 
and others generate radicals after an electron transfer reaction 
(redox initiators). The radicals generated by the decomposition of an 
initiator are denoted as primary free radicals. 
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Free radicals can react in many different ways in a typical 
polymerization process (Fig. 1.10). Some of the most relevant 
reactions involving radicals include: 

Propagation 

Termination by recombination 

Termination by disproportionation 

Chain transfer 

Figure 1.10 Typical reactions of free radicals in a polymerization process. 
White: hydrogen atoms, Gray: carbon atoms, Yellow: sulfur atoms (a mercaptan 
as example for chain transfer agent), Red: unpaired electrons. 

∑ Addition to carbon–carbon double bonds: Given the 
high electron density and relative weakness of a carbon– 
carbon double (or triple) bond in an unsaturated molecule, 
the unpaired electron of the radical easily breaks one of the 
bonds and adds covalently to one of the carbon atoms. After 
this addition, the atom at the opposite side of the double bond 
ends with an unpaired electron due to the bond breakage. 
By means of this mechanism, both the free radical and the 
unsaturated molecule become covalently bonded, and the 
new molecule is also a free radical, but now the unpaired 
electron belongs to a different atom. In polymerization, if the 
original radical is a primary radical, this reaction is known as 
initiation; otherwise, it is known as propagation. Radicals are 
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highly reactive species; therefore, they are able to react with 
almost any molecule in its vicinity. A radical may add to the 
double bond of a monomer but also may abstract a labile atom 
from other molecules (e.g., solvents) or even from its own 
polymer chain (in the case of growing radicals, e.g. so-called 
back-biting during radical polymerization of butyl acrylate). 

∑ Termination: Termination is the reaction between a pair 
of radicals. As a result of this reaction, both radicals are 
consumed. There are two different types of termination 
reactions depending on the products obtained: recombination 
and disproportionation. In termination by recombination, 
a new covalent bond is formed between both unpaired 
electrons. The final product is, therefore, a single molecule. 
On the other hand, in termination by disproportionation, one 
of the unpaired electrons is located preferentially at one of 
the radical centers, and also resulting in a hydrogen-transfer 
event. The hydrogen-donor molecule forms a double bond, 
while the other molecule becomes saturated. Also by means 
of disproportionation, both radicals disappear, but one of the 
reacting molecules (the former hydrogen donor) can react 
again with a free radical via a propagation reaction. 

∑ Chain transfer: Chain transfer is basically another hydrogen-
transfer reaction. If the free radical is in the vicinity of a 
molecule with a weakly bonded hydrogen atom, the hydrogen 
atom is easily abstracted by the radical and forms a bond with 
the unpaired electron, whereas the broken bond results in 
an unpaired electron transferring the radical to the second 
molecule. When the new radical formed is stable (i.e., no or low 
reactivity), this process is known as inhibition or retardation. 
There are different types of chain transfer reaction depending 
on the nature of the hydrogen donor, which can be: a solvent 
molecule (e.g., water in emulsion polymerization), a monomer 
molecule, a polymer molecule (leading to branching or 
grafting), another part of the chain itself (back-biting), a 
surfactant molecule, an initiator molecule (iniferter), an 
inhibitor or any molecule deliberately incorporated to 
promote chain transfer reactions (e.g., mercaptans), allowing 
a certain control over the molecular mass of the chains. 
The molecules added for this purpose are denoted as chain 
transfer agents. 
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In ionic polymerization, the growing chain contains a strong 
nucleophilic or electrophilic ionic end group, which is also capable 
of reacting with an unsaturated bond or with a cyclic compound. 
However, ionic polymerization is very sensitive to the presence of 
other ions or strongly polar molecules (such as water); therefore, it is 
not well suited for aqueous polymerization processes. Coordination 
polymerization is a special type of ionic polymerization characterized 
by the use of a transition metal compound (coordination initiator), 
which strongly interacts with the double bond of a monomer. This 
interaction is stereo-selective and is referred to as coordination. Due 
to the high electronic density of the transition metal, the molecular 
orbitals of the monomer are strongly perturbed, and the double 
bond can be easily broken. Compared to the other polymerization 
mechanisms, the coordination polymerization is peculiar with 
respect to the growth mechanism because the new monomer is 
inserted between the catalyst (coordination initiator) and the 
polymer chain. The other polymerization mechanisms are different 
because the new monomer is added far away from the initiator 
residue. 

Even though there are different chemical reactions specific for 
each polymerization mechanism, different polymerization reactions 
and mechanisms may take place simultaneously (competitively or 
not) in a single polymerization system. And this is particularly true 
for heterophase polymerization systems where different sets of 
reactions and mechanisms may take place at each particular phase 
of the system. 

1.7 Heterophase Polymerization 

From a physical point of view, polymerization processes can be 
classified into homogeneous and heterogeneous depending on the 
physical state of the reaction mixture. If the monomer molecules as 
well as the polymer obtained are soluble in the medium, the process 
is said to be homogeneous. Typical examples of homogeneous 
polymerization processes are bulk (when the monomer is the medium 
and the polymer formed is soluble in it) and solution polymerization 
(when a solvent for monomer, polymer, and all other ingredients 
is used). Otherwise, the process is designated as heterogeneous 
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or heterophase polymerization because more than one phase may 
be present at some moment during the polymerization (i.e., one 
or more phases dispersed in a continuous phase). In fact, if the 
interaction between the polymerization system and the atmosphere 
(e.g., monomer evaporation, oxygen diffusion, etc.) is considered, 
polymerization systems previously considered homogeneous 
now become heterogeneous since another phase is involved in the 
process. Other phenomena, such as wall fouling for example, also 
involve the occurrence of additional phases in the system. 

Solubility: A chemical compound is considered to be soluble in a 
solvent when it coexists in a single phase with the solvent. The solubility 
is quantified as the maximum amount of material that apparently 
remains soluble in a solvent. These are macroscopic definitions, which 
depend on the observation and interpretation of a homogeneous phase 
(see Section 1.4). 

When the final polymeric material is distributed in a fluid medium 
forming stable individual particles, it is called a polymer dispersion. 
Please notice that a polymeric dispersion seems homogeneous to the 
naked eye (see for example Fig. 1.1), but under a strong-enough light 
microscope, it appears heterogeneous and, provided the particles are 
large enough and the dispersion is properly diluted, the Brownian 
movement of the particles can be observed. Although any fluid can 
be used as the dispersion medium as long as it is not a solvent for 
the dispersed polymer, water is usually the preferred continuous 
phase due to safety, economic, and environmental reasons. Aqueous 
polymer dispersions are also known as polymer latexes or latices. In 
recent years, aqueous heterophase polymerization processes have 
become increasingly important technologically and commercially, 
not only because of the production of high-performance polymer 
materials, but also for being environmentally friendlier [45–48]. 

Another interesting fact about polymer dispersions is that they, 
based on polymer mass, are manufactured in a range between tons 
(commodities) and grams (very specific applications), respectively, 
covering a price range between a few parts of a cent up to hundreds 
of Euros per gram of polymer. 

Size and size distribution are important properties of polymer 
dispersions, not only for the polymerization kinetics and application 



https://www.twirpx.org & http://chemistry-chemists.com

 

 
 

 

 

 

Heterophase Polymerization 43 

fields but also for their stability during polymerization, storage, and 
application. The stability of the dispersed phase is achieved by using 
amphiphilic molecules, which are composed of one moiety soluble 
in the continuous phase and the other soluble in the dispersed phase. 
These amphiphilic molecules are also called stabilizers or surface 
active agents (surfactants). The stabilizers can be ionic (anionic, 
cationic, or zwitterionic) or nonionic (block copolymers, graft 
copolymers). The mechanism of stabilization using amphiphiles can 
be electrostatic, steric, or electrosteric. The final (stable) size of the 
dispersed phase strongly depends on the amount and nature of the 
stabilizer used. The higher the stabilizer concentration, the larger 
the interfacial area that can be stabilized, and thus, finally smaller 
particles can be obtained (or the maximum of the particles size 
distribution is shifted toward lower values). 

Amphiphilic molecules: Molecules with both lyophilic (affinity for 
the dispersion medium) and lyophobic (no affinity for the dispersion 
medium) properties. They are also known as amphipathic molecules 
or simply as amphiphiles. 

Depending on the size and composition of the different phases 
formed during the polymerization, heterophase polymerization 
processes in dispersed emulsion phases can be classified into 
precipitation, suspension, micro-suspension, dispersion, emulsion 
(macroemulsion), inverse emulsion, miniemulsion, inverse 
miniemulsion, microemulsion, and inverse microemulsion, among 
others [7, 46, 48, 49]. It is important to notice that these names, 
although recommended by the IUPAC, are not systematic and can 
be misleading. Sometimes they designate the initial condition of 
the system (e.g., emulsion polymerization), whereas in others 
they indicate the final state of the system (e.g., precipitation 
polymerization). The most relevant characteristics of the different 
types of homogeneous and heterogeneous polymerization processes 
are compared in Table 1.2. 

There is another view on the taxonomy of heterophase poly-
merization based on the ratio of the necessary recipe components. A 
possibility to distinguish the different heterophase polymerization 
techniques is the consideration of LM/LW and LS/LM where LM, LW, 
and LS are the reactor loads with monomer, water, and stabilizer 
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in mass units, respectively. Applying these ratios to typical values 
employed in the different variants of heterophase polymerizations 
leads to a kind of phase diagram (Fig. 1.11) showing the operational 
space with respect to the reactor loads with monomer, water, and 
stabilizer. Figure 1.11 elucidates that emulsion polymerization 
is the most versatile and flexible heterophase polymerization 
technique with respect to stabilizer concentration and solid content. 
Moreover, it is necessary to emphasize that among all heterophase 
polymerization techniques, emulsion polymerization is the only one 
that can be carried out stabilizer free.

100

10-1

10-2

10-3

SP
mini-EP

EP

10-2 10-1 101

LS/LM

L M
/L

W

100

µ-EP

Figure 1.11  Phase diagram of the different heterophase polymerizations 
showing the operational space with respect to the reactor load with water 
(LW), monomer (LM), and stabilizer (LS), SP — suspension polymerization, EP 
— emulsion polymerization, mini-EP — miniemulsion polymerization, m-EP — 
microemulsion polymerization; note the logarithmic scale of both axes and the 
fact that for surfactant-free emulsion polymerization, the ratio LS/LM is zero.

	 Precipitation polymerization is characterized by the large size 
(>1 mm) of the particles obtained, although smaller particles are 
possible, particularly when crosslinkers are used. The monomer is 
completely soluble in the continuous phase, but the polymer chains 
are insoluble. Particles are initially formed by the collapse of larger 
oligomers when they reach the critical solubility. Since no stabilizer is 
used, particles grow mainly by aggregation although some monomer 
might be absorbed and polymerized inside the particles. As particles 
grow, the ratio between the surface cohesive forces and the particle 

Heterophase Polymerization
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mass becomes weaker, and they eventually stop growing when 
equilibrium between random forces and cohesive forces is achieved. 
The continuous phase must not necessarily be liquid. It can also be a 
gas, as in the case of gas-phase polyolefin polymerization. 

In suspension polymerization, the monomer has a limited 
solubility in the continuous phase; therefore, continuous stirring 
is required for promoting mass transfer between the dispersed 
monomer phase and the continuous phase. Also, a stabilizer is 
used, initially to hinder coalescence of monomer droplets, and later 
for stabilizing the polymer particles, leading to smaller particles 
(10–500 mm) when compared to precipitation polymerization. The 
polymerization is expected to begin in the monomer phase, by using 
lyophobic initiators. However, polymerization in the continuous 
phase also takes place due to thermodynamic reasons: equilibration 
of the chemical potential of each species in each phase. Micro-
suspension polymerization is similar to suspension polymerization, 
but more efficient surfactants are used as stabilizers, leading to 
smaller particles (1–10 mm). 

In dispersion polymerization, the monomer can be completely 
or partially soluble in the continuous phase, and the initiator is 
lyophilic. The polymer, of course, is insoluble in the continuous phase. 
This polymerization is similar to precipitation polymerization, but 
since a polymeric stabilizer is used, smaller particles (1–20 mm) are 
obtained. 

Particularly for emulsion polymerization, it is assumed that the 
continuous phase is water, with the monomer being only partially 
soluble in the aqueous phase. The term emulsion polymerization is 
due to the fact that the monomer is initially present in the form of an 
oil-in-water emulsion (or water-in-oil emulsion with a subsequent 
phase inversion). 

Since monomer emulsions are unstable (at least for technically/ 
commercially relevant conditions), continuous stirring is required 
for maintaining the system emulsified. One particular feature 
of emulsion polymerization is the segregation of active species 
involved in the polymerization reaction. This allows both, increasing 
the polymerization rate and the molecular mass of the polymer 
chains. The production of water soluble polymers requires an 
organic continuous phase offering only limited solubility for the 
corresponding monomers. Such polymerization is denoted as inverse 
emulsion polymerization. 
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Miniemulsion polymerization is a special variant of emulsion 
polymerization, where the initial monomer emulsion appears to 
be stable (frequently called kinetic stability), i.e., it will remain 
relatively stable without macroscopic phase separation for longer 
times (ideally, long enough for carrying out the polymerization). 
Molecular systems are highly dynamic and continuously changing; 
thus stability is a macroscopic, not a molecular, concept. Such 
kinetic stability (referred to the slow rate of degradation of the 
miniemulsion in relation to the rate of polymerization) is achieved 
by the reduction in the monomer droplets size (with the use of high-
power ultrasound or high-pressure homogenizers), and by the use of 
a hydrophobic additive (so-called hydrophobe) inside the droplets, 
which provides attractive forces that help prevent monomer 
diffusion toward the continuous phase. In fact, thermodynamically 
speaking, a miniemulsion is unstable. However, when it is assumed 
that the hydrophobic co-stabilizer is almost completely insoluble 
in the continuous phase, the situation is comparable with swollen 
polymer particles, which means that the individual droplets cannot 
vanish by leaking out completely due to the Laplace pressure, but 
only by coalescence/coagulation caused by colloidal instability. 

Drops of different sizes have different chemical potentials. 
Thus, there are two ways to increase the stability of an emulsion. 
First, in order to reach thermodynamical stability, the drop size 
distribution of an emulsion must be monodisperse. Second, the 
amount of hydrophobe per drop must be adjusted according to 
the drop size. However, both ways are practically impossible to 
realize. Miniemulsion polymerization is also favored when the 
monomers have a very low solubility in the aqueous phase. This 
way, polymerization is expected to occur mainly inside the original 
monomer droplets, without the formation of new particles in the 
continuous phase. 

Finally, microemulsion polymerization, which is another 
special case of emulsion polymerization, involves polymerizing a 
thermodynamically stable monomer emulsion (i.e., microemulsion). 
Thermodynamic stability of microemulsions is achieved by using 
significant proportions of stabilizers (surfactants and co-surfactants) 
in order to obtain ultralow interfacial tensions. 

The consequences of ultralow interfacial tension are significant 
for the shape and structure of microemulsions, which is fundamen-
tally different compared with all other emulsions discussed above. 
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Following P. A. Winsor, microemulsion phases can be 
distinguished as either of type Winsor I (dispersion of oil in water), 
Winsor II (dispersion of water in oil), and Winsor III (bicontinuous 
mixture of oil and water) [50]. Typically, Winsor I/II coexist with 
excess oil and water, respectively, and Winsor III with excess oil 
up and excess water down. In contrast, Winsor IV type stands for a 
single phase of water, oil, and surfactant without excess phases. Note 
that all these microemulsion types exist in the absence of an external 
emulsification force (absence of mixing). In all cases, the emulsified 
oil and water are “mesophases, having dimensions on an intermediate 
scale, e.g., 50 nm. On the macroscopic level the microemulsion behaves 
as a stable phase subject to the ordinary laws of thermodynamics.” 
[51]. 

Phase diagrams of microemulsions are very complex and 
dependent, besides temperature, on the specific properties and 
concentrations of all components, including electrolytes (or salinity) 
[52]. Known morphologies, beside oil drops in water or water 
drops in oil, are sponge-like phases where the surfactants form an 
extended bilayer separating the oil and water phase, or bicontinuous 
phases where surfactant monolayers separate water from oil, and 
which are located in the phase diagrams in proximity to lamellar 
phase regions. 

Considering microemulsions only as ordinary emulsions with 
just smaller drops is surely not correct. There might be good reasons 
to consider microemulsions in particular corners of the phase 
diagram as normal emulsions with much smaller drop sizes, but 
this is by far not the general case. It might be true for oil-in-water 
or water-in-oil systems at very low oil and water volume fractions, 
respectively, so-called micellar solutions. However, even “In the case of 
thermodynamically stable micellar solutions the term ‘microemulsion’ 
is a misnomer and should not be used in this connection” [53]. 

Due to the extremely low interfacial free energy (which is almost 
in the order of thermal fluctuations), microemulsions are dynamic 
systems experiencing spontaneous fluctuations leading to structural 
changes within milliseconds. In a seminal paper, the structure of 
microemulsions was investigated and explained by Helfrich using a 
free energy equation where the free energy is strongly associated 
with curvature deformations in the surfactant (bi)layer [54]. 
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Typically, polymerizations in microemulsions lead also to 
latexes consisting of spherical particles but, according to the much 
higher surfactant concentrations and considerably lower monomer 
volume fractions, of much smaller sizes than normally obtained in 
ordinary emulsion polymerizations [55]. A comprehensive study 
of aqueous microemulsion polymerization of butyl acrylate with a 
sodium dodecylsulfate/AOT sodium salt of sulfosuccinic acid bis(2-
ethylhexyl)ester surfactant mixture [recipe: surfactant ratio 3:1 by 
mass varied from overall 5 g over 7.5 g to 10 g, 2 g of monomer, 18 
mg of potassium peroxodisulfate as initiator, 100 g – (total surfactant 
mass in g) gives the mass of water] by means of reaction calorimetry, 
dynamic light scattering, and surface tension measurements 
revealed unexpected results regarding the polymerization kinetics 
and colloidal properties of the final latexes [56]. With increasing 
surfactant concentrations, the overall rate of polymerization 
decreases, the time increases before the maximum in the reaction 
rate profile is reached, and the average particle size in the final latexes 
increases as well. An attempt is made to explain the experimental 
results consistently with a particle nucleation mechanism based on 
the classical nucleation theory. The surface tension measurements 
at the liquid–vapor interface (glv) of the neat surfactant solution, the 
initial microemulsion, and the final latex revealed other interesting 
results. With increasing surfactant concentration, the glv values 
of the surfactant mixture decrease from 31.5 to 29.9 mN/m. Upon 
adding the monomer, the surface tension decreases to values of 
some 27 mN/m almost independent of the surfactant concentration. 
Although this decrease is small, it is significant and beyond the 
reproducibility of the measurement. This value is close to glv for butyl 
acrylate (which is 26 mN/m [57]) and thus, indicating a monomer 
layer on top of the microemulsion. The surface tensions of the final 
latexes are almost exactly the same as those measured for the neat 
surfactant solutions proving, first, almost complete conversion of 
the monomer and, second, the complete coverage of the particle– 
water interface with surfactant and the existence of empty micelles. 
The coexistence of empty micelles and completely covered particles 
is typical for final latexes of microemulsion polymerizations. 

Due to the high surfactant concentrations at the end of the 
batch polymerization, a semi-batch polymerization variant with 
monomer feed seems straightforwardly possible. In this case, 
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particle nucleation occurs during the whole batch and semi-batch 
polymerization periods also in the absence of micelles. During the 
post-addition batch polymerization period, coalescence greatly 
contributes to particle growth. The particular method of semi-batch 
microemulsion polymerization allows obtaining latexes with particle 
sizes below 40 nm (dynamic light scattering intensity-weighted 
diameter) at polymer concentrations near 30% wt. and stabilizer 
amounts between 5% and 6% relative to the polymer mass [58]. 

Note also that microemulsions of aqueous monomer solutions 
(such as acrylamide) in organic continuous phases have been 
subjected to polymerization (inverse microemulsion polymerization) 
[59]. However, using surfmers (polymerizable surfactants) to create 
bicontinuous microemulsions, it is possible to fix these structures via 
polymerization and thus, to obtain the corresponding nanoporous 
materials [55]. 

For spherical microemulsions, the monomer droplets can be 
so small that the microemulsions might appear translucent. The 
formation of the microemulsion is spontaneous, and thus it does 
not require high energy inputs as in the case of miniemulsion 
polymerization. Since the ultralow interfacial tension facilitates 
molecular transfer, active species are no longer segregated, and thus 
polymerization rates and molecular masses are lower. 

Although the physical appearance of the reaction mixture and 
the physical and chemical properties of the final product obtained 
are different for each type of polymerization process, the physical 
and chemical mechanisms involved, as well as the stability criteria, 
in all cases are in principle the same. 

Depending on the initial state of the system, heterophase 
polymerization can be classified into ab initio (no polymer particles 
present at the beginning of the process) and seeded polymerization 
(previously prepared polymer particles are used). Regarding 
the amount of monomer present in the system, heterophase 
polymerization processes can be classified into flooded (free-
monomer phase, monomer drops are present) or starved (monomer 
feed is controlled in a way that the monomer concentration is below 
its solubility limit to avoid a free-monomer phase and hence monomer 
drops). Furthermore, heterophase polymerization can be carried out 
in batch, semi-batch, or continuous operation, as any other chemical 
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reaction. However, not all heterophase polymerization reactions 
and recipes are suitable for continuous operation because to obtain 
a steady-state operating point at high conversion, a special rate of 
polymerization profile in combination with a suitably residence time 
is needed. This is particularly true for ab initio conditions, because of 
the sensitive nature of particle nucleation, which causes, even under 
tightly controlled conditions, the occurrence of sustained oscillation 
of all polymerization and product properties (such as latex surface 
tension, average particle size, particle size distribution, solids 
content, and conversion) [60–64]. Although most initial efforts to 
perform continuous heterophase polymerizations, and particularly 
continuous emulsion polymerizations, were oriented toward using 
continuous stirred tank reactors (CSTRs) [65–68], other types of 
reactors and configurations have been used, including: 

∑ CSTR trains: The presence of multiple heterophase 
polymerization reactors in series can dampen oscillations 
[69]. Even a two-reactor configuration is possible, where 
particle nucleation takes place only in the first (small) reactor 
[70]. 

∑ Tubular reactors: A direct extension of a series of CSTR 
reactors. The main disadvantage of tubular reactors for 
continuous heterophase polymerization is the risk of reactor 
fouling and plugging. Different configurations have been 
proposed, including: conventional plug-flow reactors [71], 
loop reactors [72, 73] (which are tubular reactors with partial 
recycle), and pulsed tubular reactors [74]. 

∑ Pulsed packed columns: An extension of pulsed tubular 
reactors, increasing the reactor diameter and including 
packing for improving mixing [75–77]. This type of reactor 
can also reduce oscillations in particle size and also minimize 
fluctuations in polymerization rate. 

∑ Couette–Taylor vortex flow reactors: This is a modification 
of a cylindrical column reactor, where an internal rotating 
cylinder is placed inside the reactor instead of the packing. The 
clearance between the rotating cylinder and the reactor wall 
is designed to achieve a particular flow pattern [78–80]. This 
approach allows obtaining a narrow particle size distribution 
and is quite useful for systems sensitive to mechanical shear. 
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Continuous heterophase polymerization is a key technology for 
the industrial-scale production of polymer commodities. Additional 
challenges faced by continuous heterophase polymerization include 
increasing the concentration of the polymer dispersion (because 
the final concentration obtained by continuous processes is usually 
lower than for batch or semi-batch processes) and improving 
sensors and online measurements for process control. The 
concentration of polymer dispersions, along with the recovery of 
surfactants and continuous phase, can be done using ultrafiltration 
technologies [81–83], for example. Online sensors available for 
continuous heterophase polymerization include density, surface 
tension, monomer composition, particle size distribution, molecular 
mass distribution, and many other [84–87]. 

The most general type of heterophase polymerization is perhaps 
the ab initio semi-batch polymerization, which will be described 
in detail. This polymerization is considered the most general case, 
because it involves the phenomenon of particle formation and 
particle growth; however, both temporally separated. Moreover, the 
polymerization conditions permanently change. Also, the ab initio 
semi-batch polymerization starts as batch ab initio polymerization, 
i.e., the monomer feed is started only after particle nucleation. 

Generally, any semi-batch polymerization, whether seed latex is 
applied or not, has to start, formally considered, with the formation 
of the reaction loci even if it happens timely and spatially separated 
from the main reactor as it is the case for seeded polymerizations. 
Producing the seed latex in a separate reactor allows a much better 
control of particle nucleation. If such seed latex is produced in 
larger amounts, it can be applied in different seeded semi-batch 
polymerizations even with different recipes, since its amount in the 
final latex particles, assuming a particles’ growth factor of 5, is only 
less than 1% by mass. 

A semi-batch polymerization may also start as a batch ab initio 
process, where a desired initial amount of monomer, the continuous 
phase, and optionally some additives (e.g., stabilizer, initiator, etc.) 
are added to the reactor. If the monomer is not completely soluble in 
the continuous phase, then a liquid/liquid dispersion will be formed 
by mixing. If the dispersed phase is in the colloidal range (around 
1 nm to 1 mm), such dispersion is called an emulsion. Normally, 
such liquid/liquid dispersion is not stable (neither kinetically nor 
thermodynamically), and it will lead to phase separation after 
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stopping stirring. However, if a suitable stabilizer is added to the 
system (or if the monomer has amphiphilic properties), the stability 
of the dispersion can be improved. Furthermore, by increasing 
the stabilizer content (by about a factor of 10 and additionally 
applying a co-surfactant), it is also possible to carry out the 
batch polymerization under conditions favoring microemulsion 
formation, which subsequently leads to semi-batch microemulsion 
polymerization [88] (cf. above). 

A stabilized dispersion remains apparently stable (without 
macroscopic phase separation) during the time scale of the 
polymerization process even though it might be thermodynamically 
unstable, particularly considering the common practice of 
permanently using mechanical stirring during polymerization. 
Depending on the relative amount of each component and on 
the relative affinity of the stabilizer to each phase, a dispersion 
of monomer in the continuous phase (M/C) or a dispersion of 
the continuous phase in the monomer (C/M) can be obtained. 
For emulsion polymerization processes, these dispersions will 
be denoted as O/W and W/O, respectively. For inverse emulsion 
polymerizations (organic continuous phase and liquid hydrophilic 
monomer or an aqueous solution thereof), they will correspond to 
W/O and O/W, respectively. 

Hydrophilic–lipophilic balance (HLB): Describes the ratio between 
the hydrophilic (lipophobic) moiety and the lipophilic (hydrophobic) 
moiety of an amphiphilic molecule. The HLB value can be obtained 
either considering the molecular mass of each moiety or by group 
contribution methods. 

The relative affinity of the stabilizer to both phases is usually 
quantified using the HLB (hydrophilic–lipophilic balance) 
parameter. The formation of O/W dispersions is favored by high-
HLB (>8) surfactants, which are more easily dissolved in the aqueous 
phase (for example, the most prominent surfactant sodium dodecyl 
sulfate has an HLB value of 36 [89]), while the formation of W/O 
dispersions is preferred by low-HLB (<8) surfactants, which dissolve 
more easily in the organic phase. 

When liquid/liquid dispersions are formed, the size of the 
discontinuous phase will depend basically on the type and amount 
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of amphiphile used (if any), and on the mechanical energy applied 
to the system (e.g., stirring rate, ultrasound power, etc.), which has a 
direct effect on breakage and coalescence phenomena. After stirring 
for a certain period of time, whose length depends on stabilizer 
concentration, viscosity of both phases, stirrer type, and stirrer 
intensity, a dynamic equilibrium between droplet coalescence 
(leading to drop size increase, farther away from the stirrer) and re-
breaking (causing decrease in drop size in the vicinity of the stirrer) 
is established. Consequently, even for stable systems (without 
macroscopic phase separation), the size and shape of each droplet 
of discontinuous phase are actually in permanent change, not only 
as a result of those breakage and coalescence processes but also as a 
result of the transfer of molecules between phases by diffusion. Only 
under certain conditions, it is possible to obtain a relatively steady 
system, as it is the case for miniemulsions [90]. However, from an 
industrial point of view, meeting and keeping such conditions during 
polymerization are pretty challenging, if achievable at all [91]. 

Once the reactants are added to the system, it is only a matter of 
time before reactions take place as a result of molecular collisions. 
Those reactions can take place in any phase of the reacting system, 
as long as the reactants are present with enough kinetic energy to 
overcome reaction energy barriers. Particularly, polymerization 
reactions lead to the formation of macromolecular chains in 
the system with different sizes, giving rise to a molecular mass 
distribution of the macromolecules. If the attractive forces between 
a macromolecule and the molecules in the continuous phase are 
stronger than the attractive forces of the macromolecule with 
molecules at a discontinuous phase, with other macromolecules or 
with other parts of the same macromolecule, it will likely remain 
solubilized in the continuous phase. On the other hand, the fate of 
the macromolecule will be determined by the stronger attractive 
forces found in its particular path. Thus, macromolecules may 
form aggregates with other chains or with other species in the 
system forming a separate new phase, or they can transfer into a 
discontinuous phase, or they can even collapse forming a single 
chain or a pauci chain separate phase. In any case, whenever a 
discontinuous phase acquires its first macromolecular chain, it 
starts to be considered a polymer particle. This phenomenon 
corresponds to a nucleation-type first-order transition known 
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as particle formation [92]. Polymer particles can be formed in the 
absence as well as in the presence of stabilizer. 

Stabilizer molecules have different effects on heterophase 
polymerization [93]. When stabilizers are present in the system, 
they promote the presence of a larger number of smaller entities 
of the discontinuous phases, increasing the probability of particle 
formation. For chain-growth polymerization reactions, the presence 
of smaller entities of the discontinuous phases has the additional 
effect of causing a segregation effect of the active sites (e.g., isolated 
radicals or ions in individual particles), which increases the rate of 
polymerization and the molecular mass of the chains. 

Stabilizers are also important for controlling the number of 
particles produced and their final particle size as a result of the 
balance between aggregation and stabilization of polymer particles. 
Stabilizers should be carefully chosen according to their effects on 
the product characteristics and on the final application properties. 
In most practical cases, the stabilizer remains in the final dispersions 
and thus it influences application properties. However, for certain 
dispersions made by continuous emulsion polymerization, which 
require quite a high surfactant concentration (up to 5 wt.% based on 
monomer or even higher) during the polymerization process, caused 
by the peculiarities of the continuous process, strategies have been 
developed to reduce the surfactant amount before the application, 
whereby the removed surfactant solution can be re-used in another 
polymerization. Some of these properties may include the wettability 
of the dispersion and adhesion of the polymer to certain surfaces 
for coating and adhesive applications, the rheological behavior of 
the dispersion, or the compatibility with other materials (fillers, 
pigments, etc.) [94]. Most commercial recipes contain mixtures of 
stabilizers and additional ingredients depending on the specific 
requirements of the final application or the specific conditions 
needed during polymerization [46]. 

The adsorption energy of a particular surfactant determines its 
tendency to form micelles and to adsorb at interfaces as well as the 
strength of micelles. The adsorption energy of a surfactant is critical 
for its behavior during emulsion polymerization. The stronger 
the adsorption, the lower the critical micelle concentration (CMC) 
and the larger the particle number for a given recipe (cf. Refs. [95, 
96] and references therein). Note that the adsorption strength of 
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a surfactant at the polymer particle–water interface depends on 
the compatibility with the polymer (particularly on the polarity of 
the polymer). For an alkyl chain surfactant, the following relations 
exist. The higher the polarity of the interface, the larger the area 
covered by a single surfactant molecule meaning that the lower the 
number of stabilizing groups per unit interfacial area, the higher 
the polarity of the interface. In the adsorption layer, the alkyl chain 
of an adsorbed surfactant molecule interacts with the polymer of 
the particle and with the alkyl chains of the neighboring surfactant 
molecules. Clearly, this is a competitive situation and controlled by 
the magnitude of both interaction energies. Provided the interaction 
between the surfactant chains is energetically favored compared to 
the interaction with the polymer, the consequences for the emulsion 
polymerization can be disastrous. If this happens, the CMC should 
be an extraordinary point in a plot of the particle number in the 
final latex versus the applied surfactant concentration. Indeed, such 
behavior was experimentally observed (results were presented 
at an international meeting of the International Polymer Colloids 
Group in Irsee, Germany, 2002, by K. Tauer) during the emulsion 
polymerization of styrene with the sodium salt of perfluorooctanoic 
acid (PFOA) as stabilizer and PEGA200, a water-soluble poly(ethylene 
glycol)–azo initiator with a molecular weight of the poly(ethylene 
glycol) chain of 200 g/mol, as uncharged initiator (cf. Fig. 1.12). 

Figure 1.12 shows the development of the final particle number 
with increasing surfactant concentration in comparison with 
sodium dodecylsulfate (SDS), the “standard surfactant” for studies 
of emulsion polymerization. The log N–log CS plot shows for both 
surfactants a linear increase until the surfactant concentration 
is close to the CMC. For SDS above the CMC, the particle number 
continuously increases, although with decreasing slope. On the 
contrary, for PFOA, beginning at the CMC, the final particle number 
decreases sharply, and the latex coagulates. The fluorosurfactant 
likes itself much more than the polystyrene (fluorophobic effect), and 
hence the micelle formation is energetically favored. Consequently, 
the PFOA molecules desorb; they do not stabilize the particles any 
longer, and the colloidal system collapses. For SDS, the decline in the 
increase in the particle number indicates also slightly decreasing 
stabilizing ability of the surfactant due to the increasing interaction 
of the alkyl chains. But obviously, the mutual interaction of the alkyl 
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chains is, in relation to the interaction with polystyrene, not strong 
enough so that complete desorption as for PFOA does not take place. 

Figure 1.12 Final particle number (N) versus surfactant concentration (CS) for 
the emulsion polymerization of styrene with sodium salt of perfluorooctanoic 
acid (PFOA) and sodium dodecylsulfate as stabilizer and PEGA200, a water-
soluble poly(ethylene glycol)–azo initiator with a molecular weight of the 
poly(ethylene glycol) chain of 200 g/mol. The arrows mark the position of the 
CMC for the surfactants. 

A general picture of chain-growth heterophase polymerization 
is presented in Fig. 1.13. Generally, in step-growth heterophase 
polymerization, initiator or active site molecules must not necessarily 
be present. The chain-growth heterophase polymerization scheme 
includes the discontinuous phase (e.g., monomer) droplets with 
varying sizes, molecularly dissolved monomer (may represent 
different monomer species), initiator molecules, living polymers, 
dead polymers, monomer–polymer aggregates (surfactant-free 
polymer particles), stabilizer molecules (free or adsorbed), stabilizer 
aggregates (micelles), monomer–stabilizer aggregates (monomer 
droplets), monomer–polymer–surfactant aggregates (stabilized 
polymer particles), and general polymer particles (polymer chains 
present in a discontinuous phase), all immersed in a continuous 
phase of solvent molecules. As it can be seen, any combination 
of molecular aggregates is possible. Of course, its probability of 
occurrence will depend on kinetic and thermodynamic factors. 
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The size of the entities involved in a typical heterophase 
polymerization process ranges from molecular species of less than 
1 nm in size, to colloidal entities with a size ranging from a few 
nanometers up to hundreds of micrometers, to almost millimeter-
sized discontinuous phase droplets. For a certain amount of a 
given component, the number concentration of the corresponding 
entities is strongly dependent on its size distribution. The size 
and concentration of the different entities involved in heterophase 
polymerization system can be determined using a combination of 
different experimental techniques, including electron microscopy, 
light scattering, light microscopy, ultracentrifugation, spectroscopy, 
chromatography, and many others. 

Figure 1.13 Illustrative representation of chain-growth heterophase 
polymerization (sizes of molecules and aggregates, as well as proportions of 
free and adsorbed surfactant molecules are not to exact scale). 

The reactions taking place in all phases of the system will 
continue until their rate of reaction is significantly reduced. This 
may occur when some reactants are eventually depleted (e.g., 
monomers, active sites, functional groups, etc.), their kinetic energy 
is not enough to react anymore (e.g., cooling the system), or there are 
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mass transfer limitations to the reaction (e.g., gelation/solidification 
of polymer particles). If the polymer particles obtained at the end 
of the polymerization are stabilized in the continuous phase, the 
final product is known as polymer dispersion. If the particles are 
not stable, they will more or less loosely aggregate and eventually 
precipitate from the continuous phase, but they can be re-dispersed 
by stirring if needed, provided the glass transition temperature of 
the polymers is high enough to prevent fusion of the polymer chunks. 

The initiator used in an industrial emulsion polymerization 
is typically thermally initiating and water soluble, despite the fact 
that also oil-soluble initiators can be applied (cf. Section IV) and 
photoinitiation as well [97, 98]. The various initiation systems 
applicable in emulsion polymerization might support the idea that 
the role of the initiator is mainly limited to starting the chain growth. 
However, due to the complexity of the reactions involved and 
interaction between colloid chemistry and polymerization kinetics, 
the role of the initiator goes much more beyond. In an experimental 
study of emulsion polymerization, it was proven that all components 
of the initiator–emulsifier system (i.e., anionic, cationic, and neutral) 
and their particular combination influence the whole process and all 
latex and polymer properties [99]. Exemplarily, for the combination 
AOT (sodium salt of sulfosuccinic acid bis(2-ethylhexyl)ester) as 
emulsifier and peroxodisulfate as initiator anion, even the kind of 
counter ion (ammonium or potassium) has a profound influence on 
the particle size of the latex particles. 

As a final word, before discussing in detail the fundamental 
mechanisms of heterophase polymerization in the next chapter, 
it is important mentioning some factors that have motivated the 
industrial development of polymer dispersions by heterogeneous 
polymerization [1, 2, 47, 100–102]: 

∑ The possibility of simultaneously obtaining polymers of very 
high molecular mass at high polymerization rates, which 
are required for certain high-performance applications 
(segregation effect). 

∑ The technology of feed procedures that allows carrying out, on 
the one hand, polymerization at the maximum rate and, on the 
other hand, producing particles with the desired morphology 
and composition on nanometer-size scales. 
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∑ The easy processability of the high molecular mass material, 
due to the low viscosity of the dispersion. 

∑ The increased safety and productivity of the reaction, as the 
continuous phase works also as a sink for the energy liberated 
during the polymerization reaction, allowing a better 
temperature control and a reduced risk of thermal runaway at 
high polymerization rates. 

∑ The wide range of products with different physical, chemical, 
and performance properties that can be obtained by 
heterophase polymerization. 
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Chapter 2 

Mechanisms of Heterophase 
Polymerization 

Heterophase polymerization is the result of the complex interaction 
between several different individual physical and chemical 
processes, including molecular diffusion (absorption, adsorption, 
and desorption processes), phase changes, chemical reactions, and 
many other processes. Heterophase polymerization is a prominent 
example of how (molecular) chemistry and colloid chemistry 
mutually interact. This means for chemical reactions, size effects of 
both the reacting species and the reaction locus strongly influence 
the process. On the other hand, colloid chemical processes or effects 
such as adsorption, interfacial tension, and coalescence/coagulation 
strongly depend on the chemical changes during the process. 
Understanding the mechanism of heterophase polymerization 
requires understanding of the polymerization mechanism and the 
colloid chemistry as well as the interactions between them. 

In this chapter, the molecular mechanisms of the most important 
processes taking place in heterophase polymerization are discussed 
in detail, aiming at providing a clear molecular picture of heterophase 
polymerization as a whole. These processes are: 

∑	 Particle formation (Section 2.1), responsible for the 
transformation or emergence of discontinuous phases, i.e., 
particles as main polymerization loci, containing polymer 
chains. 
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∑	 Molecular transfer (Section 2.2), i.e., the motion/diffusion 
of all types of molecules through the system, responsible 
in a large extent for the characteristic kinetic behavior of 
heterophase polymerization. The most important events 
considered by molecular transfer are absorption by polymer 
particles (Section 2.2.1) and desorption from polymer 
particles to the continuous phase (Section 2.2.2). Molecular 
transfer equilibrium (Section 2.2.3), from which monomer 
equilibrium swelling is a very important particular case, 
determines the distribution of monomer and relevance of the 
polymerization loci. 

∑	 Polymerization (Section 2.3). Polymerization reactions lead 
to polymer chains in any system, either homogeneous or 
heterogeneous. It is, therefore, important to understand 
its dynamics, quantitatively determined by the rate of 
polymerization. Other concepts usually related to the kinetics 
of polymerization involve the degree of polymerization, the 
reaction conversion, and the distributions of polymer chain 
lengths. 

∑	 Particle dynamics (aggregation and breakage of polymer 
particles and monomer droplets) (Section 2.4), determines 
the size distribution and concentration of polymer particles 
in the system and influences the rate of heterophase 
polymerization in a very complex way by affecting the number 
of polymerization loci, the concentration of monomer in each 
particle, and the number of active sites per particle. 

Most of the references mentioned in this chapter are related 
to the mechanism of emulsion polymerization because it has 
traditionally attracted the attention of researchers more than any 
other type of heterophase polymerization. This is probably because 
emulsion polymerization has been the most relevant heterophase 
polymerization process used by industry. 

2.1 Particle Formation 

Although particle formation (or particle nucleation) is, at least for 
emulsion polymerization, the most important reaction step as it 
generates the reaction loci where the formation of high-molecular-
weight polymers takes place, it lasts in an ab initio batch process 
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typically only a few minutes and happens at very low conversions. 
Thus, the experimental investigation is extremely challenging and 
requires sophisticated techniques. 

Multi-stage heterophase polymerization: Type of heterophase 
polymerization where the reaction conditions (e.g., feed composition, 
feed rate, temperature, etc.) are drastically changed at least once 
during the polymerization process. 

In multi-stage heterophase polymerizations, particle 
formation may or may not occur repeatedly under the different 
conditions, and if it does, then a bimodal or multimodal particle size 
distribution is obtained. For some applications, a multimodal particle 
size distribution is desirable because these latexes, at given solids 
content, exhibit lower viscosity than their monomodal counterparts. 
However, for special applications, extremely monodisperse latex 
particles are required, instead. In both cases, particle nucleation 
must be controlled in different ways. 

Generally, understanding the nucleation of a new phase is of great 
importance for both natural processes taking place on earth, such 
as weather phenomena or mineral formation, and many industrial 
processes, such as crystallization of organic or inorganic materials 
and silicon wafer production. There have been many approaches for 
the description of nucleation processes for more than 100 years [1]. 
The most successful and general approach based on thermodynamic 
considerations is known as the classical nucleation theory (CNT) 
and can be used to scientifically understand nucleation independent 
of the particular system. 

A fundamental understanding of the thermodynamics, kinetics, 
and mechanisms of nucleation processes is of great importance for 
the control of particle size distribution and particle morphology. 
The most important question that must be addressed before the 
investigation of the kinetics of particle formation is the definition of 
a polymer particle. 

Polymer particle: From a kinetic point of view, a polymer particle is a 
molecular aggregate of at least one polymer chain and other molecular 
species (monomers, solvent, additives, etc.), which can effectively 
isolate polymerization reactive sites from reactants in the continuous 
phase. 
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	 From a purely kinetic point of view, a polymer particle can be 
interpreted as a molecular aggregate of one or more polymer chains 
with other chemical species such that the polymerization reactive 
sites (functional groups or chemical active sites) in the aggregate 
can be effectively segregated from the polymerization reactive sites 
either in the continuous phase or in any other discontinuous phase 
present in the system. Those reactive sites may be exposed to local 
monomer concentration different from that in the continuous phase, 
significantly affecting the polymerization rate and the molecular 
mass distribution (MMD) of the chains formed. For example, if the 
segregation of an active site in chain-growth polymerization is 
achieved and the local monomer concentration inside the particles 
is higher than in the continuous phase, then higher molecular mass 
polymer chains can be obtained at higher polymerization rates.

Heterophase Polymerization Reactor

Polymer Particles

Figure 2.1  Schematic representation of polymer particles during heterophase 
polymerization as dispersed micro-reactors in a macro-reactor. Each particle 
exchanges mass and energy with the continuous phase. Mixing inside the 
particle is achieved by diffusion (equilibrating the chemical potential).

	 A polymer particle, which is a dispersed phase where 
polymerization takes place, can then be considered a micro-reactor 
dispersed in the macro-reactor (see Fig. 2.1). The particles, with 
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respect to monomer, can be homogeneous across the entire volume 
or possess a shell (monomer-rich)–core (polymer-rich) structure. 
The particular distribution of the monomer depends on the Thiele 
modulus (cf. Chapter 0). On the contrary, with respect to radicals of 
any chain length, the particle’s structure is not homogeneous. 

The interaction between molecules inside the polymer particle 
and molecules present in any other phase of the system is possible 
but only if molecular transfer processes across the particle interface 
take place. Those transfer processes are represented in Fig. 2.1 as 
input and output flows to/from the dispersed micro-reactors. 

Interfacial reactions pose a challenge to the previous kinetic 
definition of a polymer particle because they correspond to reactions 
between molecules in different phases. However, as it was already 
mentioned in the previous chapter, a clear distinction of the interface 
is not possible at a molecular level, and for that reason, interfacial 
reactions might be considered taking place either inside the particle 
or in the continuous phase. Furthermore, when interfacial reactions 
are sporadic compared to reactions taking place inside the particles, 
their occurrence can be safely neglected. 

Polymer Particle: From a thermodynamic point of view, a polymer 
particle is a thermodynamically stable phase separated from the 
continuous phase as a result of the favorable reduction in Gibbs’ free 
energy. 

From a thermodynamic point of view, a polymer particle 
can be defined as a stable new phase in the system, which grows 
spontaneously, as long as enough building blocks are supplied, as a 
result of the favorable reduction in Gibbs free energy. This definition, 
while conceptually clear, is not so easily used in practice because 
of the difficulty in determining Gibbs free energy for individual 
segregated phases. Furthermore, the above-mentioned interaction 
between colloid chemistry and chemical reactions poses an 
additional challenge for such determination. 

The formation of polymer particles is perhaps the most difficult 
event to be investigated in heterophase polymerization because its 
characteristic time and length scales are below the sensitivity of 
most experimental methods available. 
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	 Different models have been proposed to explain the formation 
of polymer particles, including self-aggregation (precipitation), 
cooperative aggregation, and phase transfer (Fig. 2.2).

Precipitation nucleation

Droplet nucleation Micellar nucleation

Aggregative nucleation

Figure 2.2  Models of particle formation as discussed for various techniques 
of heterophase polymerization. Blue spheres: monomer units; red spheres: 
reactive sites; cyan spheres: lyophilic moiety of the surfactant; green spheres: 
lyophobic unit of the surfactant; gray spheres: monomer droplets.

Homogeneous nucleation: Nucleation event taking place without 
being influenced by interfaces, i.e., involving only the macromolecular 
chains dissolved in the original homogeneous starting phase in this 
case. Since macromolecules have quite a high activation free energy, 
homogeneous nucleation becomes a highly unlikely event.

	 The nucleation of polymer particles can be homogeneous, if 
only macromolecular chains in the continuous phase are involved 
in the transition, or heterogeneous, if an interface of any species 
(surfactant, monomer, etc.) present in a different phase (surfactant 
micelle, monomer droplet, etc.) is involved in the transition. 
Therefore, the presence of interfaces is a requisite for the formation 
of particles by heterogeneous nucleation. Again, homogeneous 
nucleation has higher activation energy than heterogeneous 
nucleation, which is a generally valid statement and holds within 
the frame of the CNT for any nucleation event. The most prominent 
example is the formation of rain drops, which happens at the surface 
of nuclei (dust, salt, bacteria, pollen, etc.) floating in the atmosphere 
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[2]. The CNT has also been used to explain particle formation in 
dispersion polymerization in organic media [3]. 

Heterogeneous nucleation: Nucleation event involving additional 
species other than the nucleating species (for example, monomer, 
surfactant, initiator, etc.) present in a different phase and possessing 
an interface. The active presence of an interface reduces the free 
activation energy of the nucleation process. 

In a typical heterophase polymerization, the conditions are 
favorable for heterogeneous nucleation [2]. Before the polymerization 
is started, the reaction system consists of at least monomer droplets, 
single surfactant molecules, and surfactant aggregates with 
aggregation numbers smaller than the critical micelle concentration 
(CMC). All colloidal objects that have a different chemical composition 
than the molecules going to be nucleated can be considered foreign 
objects. Within the frame of CNT, the interaction of the nucleating 
molecules with the foreign objects is crucial, determining how 
strong the activation free energy of nucleation will be reduced (cf. 
Fig. 2.3). Heterogeneous nucleation is a situation where at least 
three different components participate: the continuous phase (or 
mother phase in crystallization experiments), the aggregates of the 
nucleating species, and the foreign particle (or substrate). In any 
case, the nucleation happens at lower supersaturation and takes 
place at the interface of the foreign objects. The interaction between 
the three components is described by the contact angle between 
the aggregate of the nucleating species and the foreign particle, 
which is determined by the interfacial tensions between the three 
components. 

The relation between the activation free energies for 
homogeneous (DGhom) and heterogeneous (DGhet) nucleation is 
given by Eq. 2.1, as a function of the relativizing factor, f(m) (Eq. 
2.2), where m (Eq. 2.3) is the cosine of the contact angle (Q), which 
is determined by the three interfacial tensions s21, s31, and s32 
(Eq. 2.4). 

DGhet = f(m)DGhom (2.1) 

1 2
f m = 2 m) 1 -m)( )  ( + ( (2.2)

4 
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	 m = cos Q	 (2.3)

	 Q =
-σ σ

σ
31 32

21

	 (2.4)

	 The compatibility between the nucleating species and the 
substrate determines the contact angle, which can take values 
between 0° and 180°. Q = 180∞ means no interaction at all or complete 
incompatibility, and Q = 0∞ stands for complete compatibility. Thus, 
when Q = 180∞ Æ m = –1 Æ f(m) = 1. On the other hand, when  
Q = 0∞ Æ m = 1 Æ f(m) = 0. The former case means that the foreign 
particle does not interact with the nucleating species and, hence, 
has no influence on the nucleation and the nucleation process is 
homogeneous. If the contact angle is zero, substrate and nucleating 
species attract each other and, because the activation free energy is 
zero, the nucleating species precipitates to the substrate as soon as 
the solubility is reached.

A

B C

12

3

12

3

Θ = 0°Θ = 180° 12

3

Θ

Figure 2.3  Schematic drawing illustrating heterogeneous nucleation; 1 – 
continuous phase, 2 – nucleating species, 3 – foreign phase; Q – contact angle; 
A, B, C – different interaction strengths between the nucleating species and the 
foreign particles; A – intermediate interaction strength or compatibility, B – no 
interaction at all or complete incompatibility, C – strong interaction or complete 
compatibility.
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When the conditions during a typical heterophase polymerization 
are considered, a scenario with no mutual interaction between the 
nucleating species and the foreign objects (monomer droplets and 
small surfactant aggregates) is rather unlikely. Most of the polymers 
are soluble in their monomers (the exception is polyacrylonitrile), 
and the interactions with suitable surfactants are obligatory. 
Consequently, both the activation free energies of nucleation and the 
supersaturation in heterophase polymerization are quite low. 

2.1.1 Precipitation Nucleation 

The first possible mechanism of particle formation is the collapse of 
a single polymer chain initially dissolved in the continuous phase. 
This is a straightforward assumption based on a simple picture. 
Consider a monomer with certain solubility in the continuous phase 
in which also the polymerization is started. With increasing degree 
of polymerization, the solubility of the growing chain decreases 
stepwise until the chain precipitates, and hence a pauci chain particle 
is formed. A polymer chain may be present in its coiled or dissolved 
state when the attraction of the molecules in the continuous phase 
is stronger than its own intramolecular attraction. At a certain 
temperature, the intramolecular forces will dominate and the chain 
segments will attract each other in such a way that the polymer 
collapses. If the temperature of the system is kept constant, but 
the composition of the continuous phase is modified reducing the 
interaction between the macromolecule and the continuous phase 
to the point that the intramolecular interactions become stronger 
than the repulsion originated from thermal motion, the polymer will 
also collapse. Additionally, for a growing polymer, the addition of 
a new monomer unit to the chain will increase the intramolecular 
attraction, and unless the solvent–segment interaction is stronger 
than the segment–segment attraction, the chain will reach a certain 
length at which the intramolecular attraction overcomes the thermal 
repulsion forces and the chain collapses. In this case, the size of the 
nuclei scales with the third root of the chain length of the collapsing 
macromolecule. Since thermal motion exerts a fluctuating force on 
the chain, the length at which the chain collapses may vary around 
a certain average critical chain length. This type of single-chain 
particle formation mechanism is usually called precipitation particle 
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formation and was suggested by Fitch and Tsai [4] and improved 
some years later by Ugelstad and Hansen [5]. 

In principle, the Hansen–Ugelstad–Fitch–Tsai (HUFT) 
model states that the rate of particle formation by precipitation 
corresponds to the rate of formation of polymer chains with the 
critical chain length. Then, each critical-length polymer chain 
becomes an independent polymer particle. Even though the original 
idea of precipitation nucleation was developed for radical emulsion 
polymerization, the general concept is valid for any other type of 
heterophase polymerization. This can be summarized using the 
following expression: 

j -1 cr 
p A ˘dN 

= 
N Â kp i, ,  jcr -i ÈÎPi ˚̆ 

c 
È
ÎPjcr -i ˚c 

(2.5)
dt 2 

i=1 

where Np is the number concentration of particles in the system, 
NA is the Avogadro constant, [Pi]c represents the concentration of 
polymer chains of length i in the continuous phase, kp,i,jcr-i represents 
the rate of polymerization between chains of length i and jcr-i, and 
P1 represents a monomer molecule. Actually, the complexity of 
Eq. 2.5 resides in the fact that the concentrations of the monomer 
and of each polymer with sub-critical chain length are represented 
by their own ordinary differential equations, which must be solved 
simultaneously. For certain cases, Eq. 2.5 can be transformed into a 
simplified expression. For example, according to the HUFT theory, 
for radical chain-growth emulsion polymerization, the rate of 
particle formation can be determined by 

1- jcrdN Ê ktw [ ]R k N  ˆ 
p c pw= 2 fkd [ ]I Á1 + ˜ (2.6)

dt Ë k M  p [ ]  + 
k M  p [ ] ¯ w w 

where f is the initiation efficiency factor, kd is the rate coefficient 
of initiator decomposition, ktw is the rate coefficient of radical (R) 
termination in water, kp is the rate coefficient of radical propagation, 
kc is the rate coefficient of radical capture by particles, Np is the total 
number concentration of particles, and jcr is the critical chain length 
for precipitation. 

Even though the HUFT theory is widely accepted and obligatory 
part in newer textbooks, some critical comments are necessary: 
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(1) An expression for the size of the particles just after nucleation 
(i.e., size of nucleus) is missing, (2) the model requires precise 
numerical values of kinetic parameters, which are not directly and 
independently accessible; and (3) jcr data have to be experimentally 
determined, which is extremely challenging. 

2.1.2 Aggregative Nucleation 

An alternative mechanism of homogeneous particle formation 
consists in the simultaneous interaction of different oligomers 
present in the continuous phase causing a multi-chain collapse. This 
mechanism is known as aggregative nucleation. It is evident that the 
rate of nucleation in this case will depend on the amount and length 
of the polymer chains present in the continuous phase relative to 
their solubility, that is, on the supersaturation of the polymer. 
This mechanism can be described by the theory of homogeneous 
nucleation developed by Becker and Döring [1], presently known as 
the classical nucleation theory (CNT). From a thermodynamic point 
of view, nucleation is characterized by the necessity to overcome a 
certain energy barrier by means of thermal fluctuations. This energy 
barrier or activation energy represents the free energy of formation 
of a critical particle and strongly depends on the specific conditions 
of the system. In 1995, a modeling framework for aggregative 
nucleation in emulsion polymerization processes based on CNT was 
published [6]. The model allows the estimation of the chain length 
of the nucleating oligomers, the number of chains per nucleus, the 
diameter of the nucleus, the total number of nuclei formed, and the 
rate of nucleation, using the activation energy of nucleation as the 
only adjustable parameter. The general mechanism for heterophase 
polymerization is described next. 

Degree of supersaturation (S): Ratio between the concentration of a 
solute and its solubility in the continuous phase. 

Classical nucleation theory: Theory based on the fact that nucleation 
takes place after thermal fluctuations overcome the energy barrier of 
forming a critical particle. 
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According to the CNT, the rate of particle formation by the 
aggregation of oligomers of chain length j can be calculated as [6]: 

/2 3  
p, j c, j c A  max dN 2D Ê pr N ˆ Ê DG ˆ 

= Á ˜ expÁ - ˜ (2.7)
dt u Ë 6M ¯ Ë k T  ¯ c c B 

2 
3 Ê 4 jM ˆ 

mDG max =
ps 

Á ˜ (2.8)
3 r N k T SlnË p A B j ¯ 

where Dc,j is the diffusion coefficient of the oligomers of chain length 
j in the continuous phase, uc is the average molar volume of the 
continuous phase, rc is the density of the continuous phase, Mc is the 
average molecular mass of the continuous phase, NA is the Avogadro 
constant, kB is the Boltzmann constant, T is the temperature of 
the system, s is the interfacial tension between the nucleus and 
the continuous phase, Mm is the molecular mass of a monomer 
unit, rp is the density of the polymer, and Sj is the supersaturation 
of the oligomer of length j, given by the ratio of concentration (Cj) 
to solubility, which in turn is obtained using the Flory–Huggins 
interaction parameter (c): 

M C  j (c - + j ˆÊ 2 1 2)
S j = m j

Á ˜ (2.9)r Ë j(1- c)-1 ¯ p 

It is also possible to consider particle formation as the result of 
the aggregation of oligomers of different chain lengths. In this case, 
the total supersaturation of the oligomers forming the aggregate can 
be expressed as: 

J 
mS = S j 
j 

(2.10)’ 
j=1 

where mj is the number of oligomers of length j forming the aggregate. 
According to the CNT, the free energy of formation for this cluster is 
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2 3/
J 

/ Ê 3M ˆ / Ê J ˆ2 3  
1 3  mDG = -k T Âm ln S + (4 ) ÁÂ( )  s p  Á ˜ jm ˜B j j jr N Á ˜

j=1 Ë p A ¯ Ë j=1 ¯ 
(2.11) 

Therefore, the change in free energy by adding an additional 
oligomer of size i is 

1 3- //2 3  Jˆ i / 3Ê ∂G 2 s 1 3 Ê M ˆ ˆ 
= -k T ln S + (4p ) Á m ˜ 

Ê
Â jm ˜Á ˜ B ( )i Á jË ∂m ¯ 3 r N Á ˜i j iπ Ë p A ¯ Ë j=1 ¯ 

(2.12) 

The concentration of oligomers in the aqueous phase can be 
obtained from the kinetics of polymerization in the continuous 
phase. A new stable particle is formed as soon as 

Ê ∂G ˆ 
Á ˜ £ 0 (2.13)
Ë ∂m ¯ i j iπ 

i.e., when 

-1 3/2 3/ J 
1

( )  2s p 1 3/ Ê 3M m 
ˆ Ê ˆ 

ln Si ≥ (4 ) Á ˜ ÁÂ jmj ̃  (2.14)
i 3k T  r N Á ˜B Ë p A ¯ Ë j=1 ¯ 

Equation 2.14 implies that the energy of activation for the 
nucleation of a particle will strongly depend on the size and amount 
of oligomers forming the precursor and the size and concentration 
of the oligomer, which reaches the critical nucleus size. Therefore, 
there will not be a single unique value of the activation energy of 
particle nucleation. The noise and variability of the nucleation 
process is increased by this effect. 

The precipitated polymer aggregate can grow by subsequent 
absorption and polymerization of monomer or by the incorporation 
of additional chains or clusters of chains into the particle. The 
aggregation of polymer clusters proceeds until the particles are 
sufficiently stabilized by the adsorbed surfactant (from solution, 
monomer droplets, or micelles) or by ionic groups incorporated into 
the chains. It is important in this context to realize that the growth of 
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polymer particles via aggregation of polymer clusters or precursors 
has been called coagulative nucleation [7], despite that it is not a true 
nucleation process. In fact, the so-called “coagulative nucleation” is 
not a mechanism of particle formation, but a colloidal aggregation 
process determining the size and number of particles in the system. 

The nucleation model based on the CNT is fundamentally 
different compared to the precipitation nucleation model. CNT is 
a multi-chain process mainly controlled by thermodynamics and 
modulated by the polymerization kinetics in the continuous phase. 

On the other hand, the application of CNT for heterophase 
polymerization is a nice example for the special situation when 
applying colloid chemistry to polymerization. Compared to 
nucleation of salt crystals or rain drops where the nucleating species 
do not change, during heterophase polymerization the chain length 
of the oligomers grows and therewith the physical properties as well, 
particularly, solubility decreases and supersaturation increases. 

2.1.3 Heterogeneous Nucleation 

In heterophase polymerization, the presence of a wide variety of 
molecular species in the system usually results in the appearance 
of different interfaces. Even if all components are completely 
soluble in the reaction medium, the inevitable presence of small 
contaminants, or even the interfaces with the reactor walls, provides 
enough interfacial area for reducing the activation free energy for 
the nucleation of the nucleating species, and thus heterogeneous 
nucleation should necessarily take place. 

Perhaps the most important chemical species involved in 
heterogeneous nucleation are amphiphilic molecules because they 
contain a lyophobic moiety that interacts strongly with the polymer 
chains, while their lyophilic moiety interacts with the continuous 
phase reducing the interfacial tension of the particle. 

Surfactants facilitate nucleation by lowering both the interfacial 
tension and the free-energy barrier, thus leading to faster rates of 
particle formation. The effect of the amphiphile on the nucleation 
process will depend also on the concentration of surfactant in the 
continuous phase. The lyophobic interaction of surfactant molecules 
is so strong that they are subject to their own phase separation 
process, which is called micellization. 
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Micellization: Denotes the process of formation of micelles in a 
solution of amphiphiles. Micellization is also a nucleation process. 

Micelles (or surfactant aggregates) are formed after reaching 
certain saturation in the continuous phase denoted as the critical 
micelle concentration (CMC). It should be noted that the CMC 
depends on temperature as well as the concentration of electrolytes 
and other components (also monomer) in the continuous phase. Thus, 
when applying CMC values to evaluate emulsion polymerization, one 
should use experimental data obtained under conditions as close 
as possible to those under polymerization. If a macromolecule is 
captured by a micelle, segregation of the polymer takes place and 
thus, a new polymer particle is formed. This mechanism of particle 
formation is called micellar nucleation [8]. Compare in this context 
the critical discussion regarding the coexistence of monomer drops 
and swollen micelles in Section II. 

Micelles: Supramolecular structures formed as a result of the 
aggregation of amphiphiles in solution above a certain critical 
concentration (critical micelle concentration). 

Not only separate amphiphile aggregates but also separate 
aggregates of monomer molecules (monomer droplets) can be 
involved in the formation of polymer particles via capture (bulk 
absorption or interfacial adsorption) of macromolecules, oligomers, 
or primary radicals from the continuous phase. This capture process, 
which is in principle the aggregation of macromolecular chains and/ 
or active sites to monomer droplets, is usually referred to as droplet 
nucleation [9]. Droplet nucleation is considered to be more relevant 
when using monomers with very low solubility in the continuous 
phase, for example in miniemulsion polymerization [10]. A particular 
case of droplet nucleation is the association of macromolecular 
chains and/or active sites with very small aggregates of monomer 
molecules (nanodroplets). Such monomer nanodroplets are usually 
formed by a process known as spontaneous emulsification [11]. 
Nanodroplet nucleation resulting from spontaneous emulsification 
is probably one of the most important mechanisms of particle 
formation in heterophase polymerization and especially in emulsion 
polymerization. Spontaneous emulsification has been observed in 
oil–water systems in the absence of any stabilizer compound and in 
the absence of any type of mechanical mixing. 
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Critical micelle concentration: Concentration of amphiphiles above 
which micelles are spontaneously formed. Below CMC, amphiphilic 
molecules are not able to form stable aggregates but remain dissolved 
in the continuous phase. 

Spontaneous emulsification: Consists in the formation of relatively 
stable molecular aggregates (nanodroplets) when two immiscible 
liquids are in contact, even in the absence of stabilizers and without 
mechanical energy input. Spontaneous emulsification is the result of 
molecular diffusion at the interface of the immiscible phases. 

At first sight, the determining step for the formation of new 
particles by heterogeneous nucleation is the capture (or aggregation) 
of a polymer chain (dead or alive) or an active molecule by an insoluble 
molecular aggregate. Active molecules can be primary radicals in the 
case of radical chain-growth polymerization, or any other molecule 
capable of initiating a polymerization reaction inside the aggregate. 
For example, initiation by radiation and heat can also occur inside 
monomer droplets. Polymer chains and active molecules containing 
lyophilic groups, when captured by the molecular aggregate, will 
remain very close to the interface instead of being buried in the 
bulk of the particle. Some of those groups may also help stabilize the 
growing molecular aggregate. 

However, there is another important effect that must be 
considered, which is the energy (or enthalpy) change during 
polymerization. When a small monomer aggregate becomes a 
polymer particle by the capture of an active molecule or a growing 
chain, polymerization reactions may take place inside the aggregate. 
During exothermic polymerization reactions (for example, typical 
chain-growth polymerization systems present highly exothermic 
propagation reactions), the energy released during the reaction 
will be quickly dissipated to the surrounding molecules, causing 
an important increase in molecular speeds (increase in local 
temperature over molecular distances [12]). If the reaction takes 
place close to the interface of a monomer drop, the energy released 
during polymerization may result in desorption of the active 
molecule or the growing chain, abandoning its status of polymer 
particle. Furthermore, if the molecular aggregate is too small, the 
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energy release may result in the breakage or destruction of the 
particle. 

According to the initial results of Fitch and Tsai [13], the critical 
chain length for chain precipitation in the emulsion polymerization 
of methyl methacrylate (MMA) with sulfate or sulfonate end groups 
is in the order of 65 to 75 units, which is a very reasonable result 
for a polymer collapse process. However, the critical chain length for 
particle formation estimated from experimental kinetic data of the 
emulsion polymerization of MMA at 80°C has been found to be in the 
order of 10 units [8]. Following the CNT for aggregative nucleation, 
the critical chain length for MMA emulsion polymerization at 50°C 
is 11 [6]. In the case of styrene, at 70°C the experimental critical 
chain length was found to be 5 [8], and according to the CNT, the 
critical value for styrene at 50°C is 6 [6]. For vinyl acetate at 80°C, 
the experimental critical chain length is 20 [14], while the calculated 
value at 50°C using the CNT framework is 22. 

In general, the experimental critical values observed are too low 
for a polymer precipitation or collapse process. Let us consider, for 
example, the critical chain length of styrene: At 70°C, the critical 
length is only 5 monomer units. For this chain length, there is no 
physically possible single-chain conformation that can completely 
isolate the active site from the continuous phase, which is required 
by the definition of a particle presented above. On the other hand, if 
the chain is surrounded by other chains or by individual monomer 
molecules, the segregation of the active site is possible. In addition, 
the probability of finding a particle conformed only of polymer chains 
is extremely low compared to the probability of finding a particle 
formed by monomer molecules and polymer chains. For these 
reasons, the idea of a droplet nucleation mechanism controlled by 
the enthalpy of propagation seems to be quite reasonable. According 
to this mechanism, the size of the droplet also plays an important 
role especially for smaller droplets because the energy barrier 
of desorption is reduced with decreasing size due to the positive 
contribution of the Laplace pressure [15] to molecular desorption: 

2V s mE = E + Dm + (2.15)des  nc rd 

where Enc is the contribution of nonconservative forces, Dm is the 
difference in chemical potential of the oligomer between the aqueous 
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phase and the droplet or particle, Vm is the molecular volume of the 
oligomer, s is the interfacial tension between the droplet or particle 
and water, and rd is the radius of the droplet or particle. 

In the case of small droplets, the minimum chain length 
required for particle formation may be some units longer than for 
larger droplets. Even if the radical is not close to the surface, the 
dissipation of the released energy through the droplet or particle 
may lead to desorption of some monomer units, and if the droplet is 
small enough, this could result in the complete disintegration of the 
droplet. 

A similar argument can be proposed for the formation of particles 
by micellar nucleation. What is called monomer-swollen micelle 
is actually a very small droplet stabilized by a surfactant layer. 
Even though the surfactant layer can reduce the Laplace pressure 
effect and can also increase the energy barrier for desorption, the 
propagation of a growing chain inside the micelle might still lead 
to desorption of the chain (especially for smaller chains). This was 
evidenced experimentally by Harkins [16] using X-ray diffraction. In 
these experiments, Harkins found that the micelles absorbed styrene 
before polymerization, increasing the thickness of the micelles by 
7.2 Å. Just after polymerization of the monomer by the action of the 
X-rays, the thickness of the original micelle was restored indicating 
that the polymer formed abandoned the micelle and appeared in the 
aqueous phase. Once the radical is desorbed, it can more easily swell 
molecular monomer or associate with small monomer droplets and 
adsorb free surfactant molecules rather than enter the micelle again, 
depending on the relative concentration of monomer and surfactant 
in the system. As a result of this, it is possible to state that micellar 
nucleation is not a significant mechanism of particle formation 
in heterophase polymerization, as it has been demonstrated 
experimentally using online conductivity measurements [17]. 

Using the CNT approach, the first “stable” molecular clusters 
of monomer are formed at supersaturation values between 5 and 
6, containing between 60 and 80 molecules per cluster and with 
a diameter of about 2.75–3 nm. Even larger molecular aggregates 
are formed close to the source of monomer, where the relative 
supersaturation values are even higher. The concept of stability in 
this case is referred to the stability to cluster dissociation, and not 
to cluster aggregation. These droplets formed by the association of 
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molecularly dissolved monomer units are much smaller than those 
formed by comminution techniques such as mechanical stirring or the 
application of ultrasound and can grow further by the incorporation 
of additional monomer units present in the continuous phase or by 
coalescence with other droplets. This process, as it was previously 
mentioned, is known as spontaneous emulsification. 

In conclusion, different mechanisms of particle formation can 
take place simultaneously in a heterophase polymerization process. 
The relative relevance of each mechanism will depend strongly on 
the particular composition and conditions of the system. 

2.2 Molecular Transfer 

Polymer particles are not static entities. On the contrary, they are 
dynamic aggregates of molecules that are in permanent motion and 
transformation. Any molecule present in a polymer particle, either a 
small molecule or a growing chain of any length, continuously moves 
and collides with neighboring molecules. As a result of such motion, 
molecules can abandon the aggregate and return to the continuous 
phase (desorption). Similarly, any molecule in the continuous phase 
can eventually collide with the aggregate and become a part of 
it (capture). All those molecular transfer events ultimately have a 
significant effect on the kinetics of heterophase polymerization, as 
well as on the MMD and particle size distribution of the polymer 
dispersion obtained. 

When the molecular species transferred is a solvent for the 
polymer chains, the capture process of molecules and molecular 
aggregates of any size by particles is called swelling, and desorption 
is called deswelling. The dynamics of swelling in polymer particles 
will be considered specifically in the last part of this section. Even 
though the principles of molecular transfer are the same, for those 
particular cases when a large number of molecules are present in 
the system, the behavior observed macroscopically can be described 
differently. 

The phase transfer process takes place when a molecule or a 
molecular aggregate reaches the interface between the polymer 
particle and the continuous phase with a kinetic energy high enough 
to overcome the resistance to transfer at the interface. The resistance 
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to transfer is not necessarily the same in both directions through the 
interface. Some transfer processes may be additionally facilitated by 
intermolecular attractive forces, as observed during swelling studies 
[11]. 

Given the experimental difficulties for the precise observation 
of molecular transfer, a different approach to investigate transfer 
dynamics can be used based on the simulation of the Brownian 
motion of individual molecules or molecular aggregates either in 
the continuous phase or inside the polymer particles. One main 
advantage of the simulation of Brownian motion (Brownian dynamics 
(BD) simulation) is that the capture and desorption rate coefficients 
can be easily determined based on the well-established mechanistic 
equations of Brownian motion, and in addition, capture kinetics can 
be determined without the interference of competitive events (i.e., 
chemical reactions). 

2.2.1 Capture 

The mechanism of molecular capture by polymer particles in 
heterophase polymerization has been a matter of controversy 
for many years, particularly regarding radical capture in free-
radical emulsion polymerization. Different mechanisms have been 
proposed as rate-determining steps in order to describe the kinetics 
of molecular capture by polymer particles. In addition, there are 
plenty of experimental results supporting or contradicting each of 
the mechanisms proposed, and there is, until now, no agreement 
regarding which is the “correct” mechanism of capture. The most 
important mechanisms of molecular capture in heterophase 
polymerization include: 

∑	 Collisional mechanism: The limiting step for the capture or 
absorption of molecules by polymer particles is assumed to 
be the ballistic collision between molecules in the continuous 
phase and the polymer particles. In this case, the rate of 
molecular capture is proportional to the surface area of the 
polymer particles [4]. This approach is based on fundamental 
principles assuming a ballistic motion (straight, inertial 
motion) of the molecules in the continuous phase. The average 
rate of capture of molecules of species S per particle (rS) in 
this case is given by 
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1 2/Ê pk T ˆB 2r = d N  [ ]S (2.16)S Á ˜ p A  cË 2m ¯ 

where kB is the Boltzmann constant, T is the temperature 
of the system, m is the mass of the colliding molecule, dp is 
the particle diameter, NA is the Avogadro constant, and [S]c 
is the molar concentration of the transferred species S in the 
continuous phase. 

∑	 Diffusion-controlled mechanism: While molecules can be 
considered to present a ballistic behavior in gases and low-
density systems, for high-density systems, collisions with 
other molecules in the continuous phase are inevitable. Those 
frequent collisions result in a chaotic change in the speed and 
direction of the molecules. Thus, the overall displacement 
of the molecules is not ballistic but diffusional. The same 
principle holds for the polymer particles, although their 
diffusion is much slower. For diluted dispersions of polymer 
particles, the rate of molecular collision by diffusion per 
particle can be calculated using Smoluchowski’s equation 
[18]: 

rS = 2pDS,cdpNA[S]c (2.17) 

where DS,c is the diffusion coefficient of the molecule of 
species S in the continuous phase. In this case, the rate of 
molecular capture depends linearly on the particle diameter. 
Equation 2.17 is the analytical solution of the fundamental 
Fick’s equations applied to a single particle dispersed in an 
infinite medium. Considering that not every molecule–particle 
collision leads to an absorption event, because of interfacial 
resistance, a rate-reduction factor or an absorption efficiency 
factor (F) is included in the model [4]: 

rS = 2pDS,cdpNA[S]c FS (2.18) 

FS represents the absorption efficiency factor that describes 
the degree to which absorption is lowered compared to ideal 
capture, which can be given by 

1
FS = (2.19)

Ê D ˆ ES c, S,p 
Á ˜ + 
K D X coth X -1 k TË S eq S,p ( )¯ B, 
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where 

d r p S,pX = (2.20)
2 D N S[ ]S,p A  p 

KS,eq is the equilibrium partition coefficient of molecules of 
species S between the particles and the continuous phase; 
ES,p is the potential energy barrier for transfer of molecules 
of species S in the direction from the continuous phase to the 
particle; DS,p is the diffusion coefficient for the molecules inside 
the particle, and rS,p is the rate of consumption of molecules 
of species S inside the particles (leading to irreversible 
absorption); and [S]p is the molar concentration of molecules 
of species S inside the particle. A different expression for the 
efficiency factor, considering molecular re-desorption instead 
of an interfacial energy barrier, was proposed by Nomura et al. 
[19]: 

r VS,p p  F = (2.21)S d + r VS  S,p p 

where dS is the overall molecular desorption rate of molecules 
of species S per particle, and Vp is the volume of the particle. 
These equations are valid, as it was previously mentioned, 
only in the limit of infinite dilution of the particles. That is, 
they should be applied, if at all, probably only at the beginning 
of the nucleation process. 

∑	 Colloidal mechanism: Penboss et al. [20] considered 
polymer particles to be electrostatically stabilized polymer 
colloids and used the Deryaguin–Landau–Verwey–Overbeek 
(DLVO) theory (cf. Section 2.4) to determine the rate of 
molecular absorption by colloidal aggregation. The resulting 
dependence of the rate of capture on the size of the particles 
was found to be approximately linear: 

Ê ES,p ˆ 
r = pD d d + d N S[ ] k exp - (2.22)S  S,c S ( p S ) A c Á ˜Ë k T ¯ B 

where dS is the molecular diameter for species S, k is the 
reciprocal of the Debye length, and ES,p is the energy barrier 
of the capture process caused by electrostatic repulsion. This 
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expression has been obtained also from Fick’s equations in 
infinitely diluted dispersions, but considering stabilization 
only by electrostatic repulsion. It is, therefore, very similar to 
the diffusion-controlled mechanism (Eq. 2.18), where 

d Ê E ˆ
S S,p F = k exp - (2.23)S
2 ËÁ k T ¯̃ 

B 

and dp ≈ dp + dS. 
Cheong and Kim [21] performed the simulation of surfactant-
free emulsion polymerization over electrostatically stabilized 
seed particles and showed that when highly charged seed 
particles are used, the electrostatic repulsion, resulting from 
the electrical charge of seed particles, reduces the absorption 
rate of the growing oligomeric chains in agreement with the 
predictions of the colloidal mechanism. This mechanism is 
only valid for systems where the size of the polymer particles 
is in the colloidal range. This would exclude precipitation 
polymerization and suspension polymerization. 

∑	 Propagation-controlled mechanism (for oligomers): 
Maxwell et al. [22] proposed that the rate-determining step 
for the capture of polymer chains by particles is the growth of 
the chains in the continuous phase up to a certain critical chain 
length after which the capture process is imminent. According 
to this model, only oligomers of a critical chain length can 
enter the particles. Entry, thus, becomes independent of 
particle size and charge. The rate of capture per particle of 
chains of critical length jcr, assuming a propagation-controlled 
mechanism, is 

NA 
j -1 cr 

˘r jcr = Â k p, ,i jcr -i ÈÎPi ˘̊c ÈÎPjcr -i ˚c (2.24)
2N p i=1 

where kp,i,jcr -1 is the polymerization rate constant in the 
continuous phase and [Pi]c is the monomer concentration in 
the aqueous phase. The critical chain length for irreversible 
capture is jcr ª 1 + int(–23/(RT ln([Msat]c/[M]ref))), where 
R is the ideal gas constant in kJ/molK, T is the absolute 
temperature in K, [Msat]c is the saturation concentration of 
monomer in the continuous phase in mol/L, [M]ref = 1 mol/L 
is a reference monomer concentration, int is a rounding 
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operator, and ln represents the natural logarithm operator. 
Please notice that such expression for determining jcr is purely 
empirical. There are, however, some important unresolved 
issues regarding this mechanism of radical capture. Generally 
speaking, a mechanism based on exclusion and allowing 
only a single species to enter a particle is rather problematic 
than scientifically convincing. Thus, no single value of jcr can 
provide an adequate fit to different experimental data [19, 
23]. Additionally, it has been experimentally evidenced that 
any kind of species present in the continuous phase can enter 
the particles, even primary free radicals [24]. Therefore, not 
only critical chains can be absorbed by the particles, but also 
smaller oligomers. Even though the capture of such oligomers 
with chain length less than jcr may not be thermodynamically 
favored, their concentration in the continuous phase is 
greater than that of critical chain length oligomers, and thus 
the frequency of particle–oligomer collisions is considerable 
higher [25]. Moreover, due to side reactions in the 
continuous phase, oligomers may have different end groups 
corresponding to different thermodynamic properties and, 
accordingly, the capture conditions should change. For the 
sake of completeness, this entry model resembles the idea of 
heterogeneous nucleation with strong interaction (contact 
angle of 0°) between the growing chain in the continuous 
phase (nucleating species) and the particles (foreign objects). 

∑	 Stochastic simulation: BD simulation has also been used to 
determine capture rate coefficients [26, 27]. In this case, the 
diffusive behavior of a molecule (or molecular aggregate) is 
simulated assuming Brownian motion, and the trajectory of 
the molecule (or aggregate) is followed until a collision with a 
polymer particle is observed. An example of such trajectory is 
presented in Fig. 2.4. 
The ratio between the collision rate obtained by BD simulation 
(rS,BD) and the ideal capture rate given by Smoluchowski’s 
equation (Eq. 2.17) is defined as the Smoluchowski number 
(Sm): 

rS,BDSm = (2.25)
2pD d N S[ ]S c, p A  c 
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Figure 2.4  Schematic representation of a molecule (black dot) diffusing in the 
continuous phase, following a random-walk (Brownian motion) trajectory (red 
line) until hitting a polymer particle. The sphere represents a polymer particle 
dispersed in the continuous phase. The simulation box corresponds to the 
average volume around each polymer particle in the dispersion.

		  At very low volume fractions of polymer particles, BD 
simulation predicts the collision rate obtained with the 
Smoluchowski equation (Sm  =  1), while for concentrated 
polymer dispersions (volume fractions  >  0.1%), the 
Smoluchowski number and, therefore, the capture rate 
coefficient present a linear dependence with respect to the 
volume fraction of polymer particles in the dispersion.

	 Sm = 1 + ujp	 (2.26)

		  where u is a dimensionless constant obtained for the system 
under the particular conditions considered in the simulation 
(~17.98 for the particular case considered in Ref. [26]) 
and jp is the volume fraction of particles in the dispersion. 
Similar conclusions were obtained by Rzepiela et al. [28], 
who found that the rate of aggregation of colloidal particles 
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obtained by simulation always exceeds the value predicted 
by the Smoluchowski theory for fast aggregation, and only for 
volume fractions below about 0.1%, the discrepancy is small. 
The values of the rate of absorption per particle obtained by 
BD simulation under a wide range of conditions were used to 
obtain the following semi-empirical expression: 

4Ê upN d  ˆ 
p pr = 2pD Nc A  + d ˜ SS, Á [ ]  (2.27)p cÁ ˜Ë 6 ¯ 

This means that the effect of polymer volume fraction on 
collision kinetics under diffusion-controlled conditions 
explains the different results obtained during the experimental 
determination of radical capture kinetics in emulsion 
polymerization [29]. 
Interaction forces, interfacial tensions, the presence of 
stabilizer molecules at the surface of the polymer particles, 
and many other physical and chemical effects may lead to an 
increase in free energy during molecular capture, and thus to 
the existence of an energy barrier for molecular capture. In 
these cases, only a fraction of the molecules colliding with the 
particles will be effectively captured (capture efficiency), and 
the other fraction will just bounce back. When a molecule is 
not captured by a particle because of such energy barrier, the 
molecule will remain close to the particle surface; therefore, 
it will have a very high probability of hitting the same particle 
again, leading to a series of multiple collisions in a very short 
time before the molecule finally goes away from the particle 
surface. BD simulations show that the effect of the magnitude 
of the energy barrier at different temperatures on the capture 
efficiency can be described in a general way as [27]: 

Ï r , E E< * S,0Ô rS = Ì -(E E- *) (2.28)
Ôr e 3RT , E ≥ E *Ó S,0 

where rS,0 is the capture rate in the absence of energy barriers 
(Eq. 2.27), and E* is the magnitude of an apparent threshold 
energy caused by multiple collisions between the molecule 
and the polymer particle. E* is expected to be a function of 
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the molecular and particle diameters. It is important to notice 
that the energy barrier considered may contain the effect of 
different types of interfacial interactions, being consistent 
with the colloidal mechanism in surfactant-free systems, but 
also with surfactant-stabilized systems [30]. 

Although the functional dependence of the absorption rate 
coefficient on the particle diameter is very different for the 
various models discussed, it is quite intriguing that all of them 
have been successfully validated with experimental data in 
emulsion polymerization [31–33]. Unfortunately, there are no 
direct measurements of molecular capture (i.e., data free of model 
assumptions), so it is not possible to test the capture models 
unambiguously [34]. Sood and Awasthi [35] demonstrated that 
depending on the experimental conditions, the particle size 
dependency of the entry rate coefficient determined using indirect 
methods might not be reflected on the measured entry rate, and 
thus erroneous conclusions might be obtained from experimental 
results. However, the results obtained by stochastic simulation seem 
to describe the most general mechanism of molecular absorption in 
heterophase polymerization. 

2.2.2 Desorption 

The process of molecular desorption can be regarded as the opposite 
to molecular absorption or molecular capture. However, for most 
heterophase polymerization processes, provided the conversion is 
not too low, absorption and desorption differ at least in one crucial 
point. For entry, the entity coming from the continuous phase 
(medium with quite low viscosity) enters a polymer particle where 
the inside viscosity is clearly higher. For an exiting species, the 
situation is just the opposite. Considering the internal viscosity of 
the particles, clearly entry and exit of smaller entities is favored. On 
the other hand, exit and entry strongly depend on conversion. Note 
that diffusion coefficients are strongly influenced by both the size of 
the diffusing entity and the viscosity of the medium. 

During desorption, a molecule is transferred from the interior of 
the particles to the continuous phase. The mechanism by which this 
transfer takes place is also similar: the molecule must reach the inner 
side of the particle surface and then it must overcome the barrier for 
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desorption exerted by the interface. Desorption causes a decrease 
in the concentration of molecules in the particles. If the desorbed 
molecules are involved in polymerization reactions, then the rate of 
polymerization will necessarily be affected by desorption. For free-
radical heterophase polymerization systems, radical exit is perhaps 
the major cause of loss of free-radical activity inside a particle. 

Ugelstad et al. [36] proposed that the rate of molecular desorption 
should be inversely proportional to the surface of the particle. 
Nomura and Harada [37], aware of the necessity of quantitatively 
estimating desorption rate coefficients for the prediction of rates 
of emulsion polymerization, developed a quantitative model 
of desorption using a semi-empirical model of interfacial mass 
transfer. They continued improving this model during more than one 
decade. Asua et al. [38] complemented the model of desorption by 
considering the fate of the molecules in the aqueous phase. Further 
improvements in the semi-empirical model have been proposed by 
considering the layer of stabilizer around electrosterically stabilized 
polymer particles as an additional resistance to the desorption 
process [39]. The semi-empirical macroscopic model of equilibrium 
desorption developed by Nomura et al. has been widely used to 
describe molecular desorption in heterophase polymerization. 
However, the thermodynamic limit assumption involved in the 
derivation of this model may not be fulfilled by a radical desorption 
process in a real emulsion polymerization system, because in this 
case, the radicals are present in a very low concentration inside or 
around the particles. 

The rate of desorption of molecules of species S (dS) from a single 
particle is given by 

dS = kSNA[S]pVp (2.29) 

where kS is the rate coefficient of molecular desorption, NA is the 
Avogadro constant, Vp is the volume of the particle, and [S]p is the 
molar concentration of species S inside the particle. 

The diffusion-controlled mechanism of molecular desorption is 
widely accepted right now, but there are minor differences regarding 
the mathematical treatment of the problem leading to different 
expressions for the rate of desorption; however, all of them predict 
the same inverse dependence on the surface area of the particles. 
One of the reasons for the use of different expressions is caused by 
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different interpretations of the desorption process. In order to avoid 
confusion, the following types of desorption are considered [40]: 

∑	 Simple molecular desorption: It is the result of the diffusive 
motion of the molecules when they are not involved in 
any reaction inside the polymer particles, and there is no 
interfacial energy barrier for desorption. The rate coefficient 
of simple molecular desorption (kS,0) is determined by the 
average velocity at which the molecules diffuse out of the 
particle and is a function of the particle size (dp) and the 
diffusion coefficient of the molecule of species S inside the 
polymer particle (DS,p): 

DS,p kS,0 = l 
d 

(2.30)
2 
p 

where l is a constant with a value of 60 for perfectly spherical 
particles. 

∑	 Equilibrium molecular desorption: Equilibrium desorption 
takes into account the different solubility of the molecular 
species S between the polymer particles and the continuous 
phase. The rate coefficient of equilibrium desorption (kS,eq) 
can be related to the simple radical desorption rate coefficient 
by 

kS,0k = (2.31)S,eq Ê D ˆ
S,p s cÁ1 + KS,eq ˜

Ë DS,c s p ¯ 

where DS,c is the diffusion coefficient of the molecules in the 
continuous phase, KS,eq is the partition coefficient of species 
S between the polymer particle and the aqueous phase, sc is 
the thickness of the stagnant layer in the aqueous phase, and 
sp is the thickness of the diffusion layer in the polymer phase. 
The denominator in Eq. 2.31 acts as a correction factor when 
interfacial barriers for molecular transfer are present. The 
equilibrium between phases is presented in more detail in 
Section 2.2.3. 

∑	 Net molecular desorption: The net desorption of a molecule 
occurs when it escapes the polymer particle after surviving 
all competitive reactions that may be taking place inside the 
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98 Mechanisms of Heterophase Polymerization

particle. The rate coefficient of net molecular desorption 
(kS,net) is determined by 

Ê ˆ kS,eq [ ]S 
+ pk = N V n r + r (2.32)S,net Á A p Â S,i i  S ̃  -k S V n rË i ¯ S,eq [ ] - p Â S,i ip 

i 
+where Vp is the volume of the particle, nS,i  represents the 

stoichiometric coefficients of only the reactions generating 
the molecular species S inside the particle (only positive 

-coefficients), nS,i represents the stoichiometric coefficients of 
only the reactions consuming molecular species S inside the 
particle (only negative coefficients), rS is the rate of molecular 
absorption, and ri are the corresponding molar reaction rates 
for each reaction taking place inside the particle. 

∑	 Effective molecular desorption: A molecule is considered to 
be effectively desorbed from the particle only after it reacts in 
the continuous phase. This might be useful from the kinetic 
perspective but a restriction from the colloid chemistry view. 
This definition accounts for the fact that desorbed molecules 
that diffuse through the continuous phase may be reabsorbed 
by a polymer particle and continue reacting therein, without 
significantly affecting the kinetics of polymerization. The rate 
coefficient of effective molecular desorption is (kS,eff): 

P 1 - P c ( p )
k = N V Ân + r (2.33)S,eff A p S,i i

1 1( P ( - P )- - ) 1 w ci 

where 
1

P = (2.34)p kS [ ]S 
p,0 

-
1 -

Ân rS,i i  
i 

is the probability of reaction of the molecule inside the 
particles and 

1
P = (2.35)c r NS p

1-
-N Ân rA S, j j  

j 
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is the probability of reaction of the molecule in the continuous 
phase. Np is the concentration of particles in the system, and 
rj represents the rate of reactions involving the molecular 
species S taking place in the continuous phase. 

Simple molecular desorption rate coefficients have also been 
obtained from the simulation of the Brownian motion of radicals 
inside the particles using a variable time-step Monte Carlo random 
flight (MCRF) method for BD simulation, similar to the method used 
for estimating molecular capture by polymer particles. A linear 
regression of the observed simple molecular rate coefficients yields 
the expression presented in Eq. 2.30, with a value of l = 57.14 [40], 
in very good agreement with the value of 60 predicted by theory. 

Stochastic molecular simulation methods can also be used for 
predicting desorption rates under nonideal conditions, for example, 
for non-spherical particles [41], or non-homogeneous particles (such 
as core–shell or gradient polymer particles) [42]. It is also possible 
to incorporate the effect of chemical reactions with molecular 
desorption (effective molecular desorption), by means of a hybrid 
BD-kinetic Monte Carlo (kMC) simulation. kMC, also known as the 
stochastic simulation algorithm (SSA) [43], is a powerful tool for 
modeling competitive chemical and physical processes, particularly 
for small systems, as is the case of polymer particles. 

BD simulation can be used to follow the molecular trajectory 
inside the particle and to determine the precise moment of 
desorption, while at the same time kMC simulates the reactions 
taking place simultaneously both inside the particles and in the 
continuous phase. In order to test the model for net molecular 
desorption, let us consider an emulsion polymerization system 
where monomer-derived radicals are generated by chain transfer 
to monomer inside the particles. Those primary radicals are 
assumed to be the only species capable of desorption with zero 
energy barrier for desorption; larger oligomers are assumed to 
have an infinite energy barrier for desorption. Inside the particles, 
the only competitive reaction considered is the propagation of the 
radicals. There will be no radical reabsorption, since only the net 
rate coefficient of radical desorption will be determined. All these 
assumptions are considered only for comparison with the available 
analytical results. However, the hybrid BD-kMC simulation method 
can be used also without any of these restrictions. 
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Figures 2.5 to 2.8 show the results obtained using the hybrid BD-
kMC simulation, varying the propagation rate coefficient or the chain 
transfer to monomer rate coefficient. In both cases, the probability 
of reaction of the radical inside the polymer particle, Pp, and the 
net primary radical (R) desorption rate coefficient kR,net obtained 
by simulation are presented and compared to the corresponding 
theoretical model (Eqs. 2.34 and 2.32, respectively). 

It is observed that the values for the probability of reaction 
inside the particles and the net radical desorption rate coefficient 
obtained by the hybrid BD-kMC method are in very good agreement 
with those predicted by the theoretical models (Eqs. 2.32 and 2.34). 
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Figure 2.5 Probability of reaction inside the polymer particle (Pp) for different 
10–11values of the propagation rate coefficient. Dp =  m2/s, dp = 100 nm, 

[M]p = 5.5 mol/L, kfm = 0.02 L/mol·s. 

When the rate coefficient for propagation is high, the rate 
coefficients for net desorption obtained by simulation are slightly 
higher than those calculated from Eq. 2.32 (Fig. 2.6). This difference 
can be explained by the fact that the simulations are performed 
under non-steady-state conditions. That means at the beginning 
of the simulation, only radicals that desorb faster (i.e., close to the 
particle surface) are able to leave the particle without propagating, 
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leading to a relatively higher estimate of the desorption rate. In 
Fig. 2.7, the inherent variability of the stochastic simulation method 
is evident when compared to the theoretical model (Eq. 2.34), 
where the chain transfer to monomer rate coefficient has no effect 
on the probability of reaction inside the particle. The variability of 
the simulation results can be reduced by increasing the number 
of radicals simulated, but this will demand more computer time. A 
trade-off between accuracy and speed is always unavoidable when 
using computational methods. 
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Figure 2.6 Net primary radical desorption rate coefficient (kR,net) for different 
values of the propagation rate coefficient. Dp = 10–11 m2/s, dp = 100 nm, [M]p = 
5.5 mol/L, kfm = 0.02 L/mol·s. 

The use of the hybrid BD-kMC method can be extended to the 
determination of effective molecular desorption rate coefficients 
simply by incorporating into the kMC model the reactions in the 
continuous phase, and including in the BD model the reabsorption 
of desorbed molecules into the particles. In addition, a higher degree 
of accuracy can be obtained by considering the energy barrier for 
absorption or desorption as a function of the molecular size (e.g., 
chain length). In this case, also the MMD of oligomers inside the 
particles and in the continuous phase can be obtained. 
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Figure 2.7  Probability of reaction inside the polymer particle (Pp) for different 
values of the chain transfer to monomer rate coefficient. Dp = 10–11 m2/s, dp = 
100 nm, [M]p = 5.5 mol/L, kp = 240 L/mol·s.

	 Previously, it was mentioned that Asua [39] improved the model 
of desorption, by considering the effect of a surfactant layer around 
the particles. He derived an analytical model based on the solution 
to Fick’s equation of mass transfer under steady-state conditions 
for the calculation of the effective desorption rate. The reabsorption 
of radicals by the particle was assumed to follow Smoluchowski’s 
equation. He also considered a stagnant film surrounding the 
surfactant layer. His model can be summarized as follows (the 
original nomenclature was changed for consistency):
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	 Here mR is the mass of the radical, ss is the thickness of the 
surfactant layer, DR,s is the diffusion coefficient of the radicals in the 
surfactant layer, and n is the number of radicals in the particle.
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Figure 2.8  Net desorption rate coefficient (K0) for different values of the chain 
transfer to monomer rate coefficient. Dp = 10–11 m2/s, dp = 100 nm, [M]p = 5.5 
mol/L, kp = 240 L/mol·s.

	 The net desorption rate coefficient in this case is given by

	 k
N
mR,net s

f A

p

= Y
Y
Y

	 (2.40)

	 Thickett and Gilbert [44] also presented a modified Smoluchowski 
equation for the diffusion of radicals through the surfactant layer. 
Based on this equation and Nomura’s and Hansen and Ugelstad’s 

Molecular Transfer
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models for desorption, they obtained the following expression for 
the net desorption rate coefficient (without reabsorption):

	 k k M
k

k k MR,net fm p

R,eq

R,eq p p

= [ ]
+ [ ] 	 (2.41)
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Figure 2.9  Effect of the diffusion coefficient of the surfactant layer on the net 
rate coefficient of radical desorption. Comparison between Asua’s (Eq. 2.40) 
and Thickett and Gilbert’s (Eq. 2.41) models, and BD simulation results.

	 In order to compare these two models (Eqs. 2.40 and 2.41) with 
the BD simulation method, the conditions presented by Asua [39] 
were used to determine the net desorption rate coefficient. The 
results are presented in Fig. 2.9. Initially, since the energy barrier 
for desorption in this example is unknown, the BD simulation was 
performed in the absence of energy barriers to obtain the rate 
coefficient of simple desorption. Clearly, if no energy barrier is 
present, the rates of radical desorption are much higher than under 
equilibrium conditions. However, by setting the energy barrier to 
5.5 kJ/mol, the agreement between both models and the simulation 



https://www.twirpx.org & http://chemistry-chemists.com

105

results is very good. It can also be concluded that there are no 
significant differences in the results obtained with the models of Asua 
as well as Thickett and Gilbert when no reabsorption is considered. 
This example shows that the idea of an energy barrier for desorption 
can be safely used to describe the kinetics of molecular desorption 
in heterophase polymerization instead of macroscopic mass transfer 
coefficients through stationary films between the particles and the 
continuous phase.

2.2.3  Equilibrium

In the previous section, the concept of equilibrium desorption was 
introduced, taking into account the differences in solubility of a 
certain molecular species between the polymer particles and the 
continuous phase. This definition involves reaching a steady state in 
the molecular concentrations in both the particle and the continuous 
phase, and the establishment of concentration profiles on both sides 
of the interface (boundary layers) as depicted in Fig. 2.10.

Polymer Particle Continuous Phase

Interface

C
oncentration of species S

, [S
]

Boundary layers

[S]p

[S]p*
[S]c

[S]c

sp sc

*

Figure 2.10  Equilibrium distribution of molecules of species S at the polymer 
particle–continuous phase interface.

	 Such steady state is denoted as chemical equilibrium, or just 
equilibrium for simplicity (since no other types of equilibrium 

Molecular Transfer
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are considered in this discussion). At equilibrium, concentration 
profiles remain constant, from a macroscopic point of view. 
This can be seen as the result of the equilibration of chemical 
potentials on either side of the interface. Figure 2.10 sketches just 
one case for a species present in the particles at higher concentration 
than in the continuous phase; the opposite situation is possible 
as well (for instance radicals generated in the aqueous phase). At 
the molecular scale, molecules are in permanent transfer across 
the interface, being either absorbed or desorbed by the polymer 
particles. However, at equilibrium, the absorption and desorption 
rates are exactly the same. Since the environment provided by 
both the polymer particle and the continuous phase is different, 
the corresponding solubility of any molecule is expected to be also 
different. 

Chemical equilibrium (for all components): A condition of a 
multiphase system in which the concentration of the molecular species 
present in each phase has no further tendency to change with time. In 
this situation, the chemical potential of each species is the same for all 
phases. 

Particularly at the interface, the concentration of a molecular 
species is also expected to be different at both sides of it. Given that 
the molecular environment around the interface is fuzzy and chaotic, 
a certain transition is observed between the interface and the bulk of 
each phase. Such transition region is known as the boundary layer. 
There is a boundary layer at each side of the interface. 

Boundary layer: Region in the proximity of a wall or a boundary, 
where the behavior of a system is significantly different from the 
bulk behavior on either side. The boundary layers are heterogeneous, 
presenting concentration gradients in the direction normal to the 
interface. 

The model of equilibrium desorption developed by Nomura 
et al. [37, 45–47] has been widely used to describe desorption 
in heterophase polymerization. However, some underlying 
assumptions involved in the derivation of this model may not be 
fulfilled by scarce molecular species, such as active molecules in 
chain-growth polymerization reactions. 
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The molecular flux of species S from the particles to the interface 
(JS,p) is 

D* S,p * 
J = K S S = S S (2.43)S,p  mp ([ ]p - [ ]p ) ([ ]p - [ ]p )s p 

where Kmp is the mass transfer coefficient in the boundary layer 
of the polymer phase (of thickness sp), [S]p is the concentration of 
molecules of species S in the bulk of the polymer particle, [S]p

* is the 
concentration of molecules of species S at the polymer particle side 
of the interface, and DS,p is the diffusion coefficient of species S inside 
the polymer particle. 

Similarly, the molecular flux of species S from the interface to the 
bulk of the continuous phase (JS,c) is given by 

* DS,c * 
JS,c  = K mc ([ ]S - [ ]S ) = ([ ]S - [ ]S ) (2.44)

c c c cs c 
where Kmc is the mass transfer coefficient in the boundary layer 
of the continuous phase (of thickness sc), [S]c is the concentration 

*of molecular species S in the bulk of the continuous phase, [S]c  is 
the concentration of species S at the continuous-phase side of the 
interface, and DS,c is the diffusion coefficient of species S in the 
continuous phase. 

It is possible estimating the thickness of the boundary layer in 
the continuous phase for the specific geometry and flow regime 
of the system from semi-empirical relations for mass transfer in 
spheres [48]: 

s 1 1c = = (2.45)
1 2/ 1 3s p Sh 2 0. Sc /+ 6Re 

where Sh, Re, and Sc are the dimensionless numbers of Sherwood, 
Reynolds, and Schmidt, respectively. Assuming a stagnant boundary 
layer (Re = 0), 

s ps = (2.46)c 
2 

*Thus, at equilibrium where JS,p = JS,c and [S]p
* = mS[S]c , 

* DS,c *[ ]S =mS [ ]S +2 ([ ]S - [ ]S ) (2.47)
p c c cDS,p 
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108 Mechanisms of Heterophase Polymerization

where mS is a partition coefficient of species S between the particle 
phase and the continuous phase. If mS Æ 0, then the molecules of S 

* *prefer staying in the continuous phase, resulting in [S]p Æ 0, [S]c 
Æ [S]c, and 

DS,c *[ ]S Æ2 ([ ]S - [ ]S ) Æ 0 (2.48)
p c cDS,p 

On the opposite side, if mS Æ •, [S]c
* Æ 0, and [S]p

* Æ [S]p. 
The time required by a system to reach equilibrium versus the 

characteristic time at which the conditions in the system are changing, 
with respect to concentrations, is crucial. During heterophase 
polymerization, the latter one is usually shorter, i.e., the conditions 
are changing before a new equilibrium can be established. Thus, in 
a polymerizing system (or reacting system in general), equilibrium 
conditions are virtually impossible to achieve, unless all reactions 
stop. However, the system will be permanently trying to reach the 
equilibrium state. 

The theory of mass transfer by Fickian diffusion through 
stationary films presented above requires the presence of a large 
number of molecules of species S in the system in order to be valid. 
Thus, it may not be suitable for describing the behavior of scarce 
species, such as radicals, catalysts, and other active molecules. In 
the case of transfer of molecules at very low concentration, it is not 
possible to define a steady concentration profile around a single 
particle. The molecular motion of individual species results in large 
changes in molecular concentration, and thus chemical equilibrium 
is not possible. Nomura and Harada [37] were aware of this situation 
when they proposed their model of equilibrium radical desorption 
for emulsion polymerization. Although for a large number of 
identical particles, a probability distribution profile inside and 
outside the particles can be obtained, which may be interpreted 
as the average concentration profile for a representative particle, 
this probability distribution does not lead to the formation of a 
stationary film around the particles, as depicted in Fig. 2.10, because 
it would require the presence of a concentration gradient around 
each individual particle. 

Another evidence of the inadequacy of the boundary layer model 
for polymer particles was presented by Grady [49]. He calculated the 
thickness of the stationary layer around polymer particles and found 
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that when the volume fraction of particles increases, the boundary 
layers of neighboring particles begin to overlap, and around a 
volume fraction of 15%, the mass transfer boundary layer of the 
particles occupies the whole continuous phase volume. This implies 
that above this critical volume fraction, there is no “bulk” continuous 
phase. Overlapping of boundary layers for different particles also 
results in the coexistence of different concentration values in the 
overlapping regions. 

It is, therefore, important to understand that for scarce species 
in heterophase polymerization, chemical equilibrium or steady-
state concentration profiles around the particles cannot be reached. 
However, when considering the probability distribution of scarce 
molecules around all identical polymer particles in the system, 
a steady-state probability distribution profile is obtained, which 
behaves equivalently to the concentration profile of abundant 
species. 

Another particular case occurs when abundant species are 
considered, and they are good solvents for the polymer particle. That 
is, when mS > 1. The absorption of abundant solvent molecules by 
polymer particles is usually denoted as swelling. On the other hand, 
desorption of solvent molecules from the particles is deswelling. The 
equilibrium between these two processes is known as equilibrium 
swelling. In most heterophase polymerizations, the monomeric 
species are good solvents for the polymer, and then the term 
monomer swelling is used. 

Swelling: Uptake of a solvent by polymer, either bulk or in the form of 
particles, leading to an increase in the size of the polymer phase. 

Swelling takes place as a result of motion through the continuous 
phase of individual molecules or molecular aggregates (of any size) 
to the surface of polymer particles and their subsequent absorption 
when the interfacial energy barrier is surpassed. Particles in close 
contact with swelling agent drops can also enter the drops driven 
by the equilibration of the chemical potential [11], also resulting in 
a swollen polymer particle. Under special conditions of heterophase 
polymerization, polymer particles can grow by swelling to sizes 
much larger than their original unswollen sizes [50]. However, as 
particles grow by swelling, the surface area increases as well, and 
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thus swelling reduces the surfactant density at the interface and 
consequently the particles will lose stability. 

From a thermodynamic point of view, the driving force for the 
swelling of a polymer by a solvent is the free energy of polymer– 
solvent mixing, which has both entropic and enthalpic components. 
Even if the monomer and the polymer are miscible in all proportions 
in bulk, only a limited amount of monomer can enter polymer 
particles from the continuous phase. Each particle can swell only to 
the extent where the free energy of mixing and the surface energy 
change on swelling exactly compensate each other and there is a 
well-defined swelling equilibrium. When emulsifiers are used, the 
decreased interfacial tension allows a substantial increase in the 
degree of swelling. For crosslinked particles, the swelling capacity is 
strongly reduced and depends inversely on the degree of crosslinking 
[51]. 

At equilibrium, the change in free energy is zero, and therefore 

DGmix = DHmix –TDSmix = 0 (2.49) 

where DGmix represents Gibbs free energy change during swelling, 
DHmix is the enthalpy change, and DSmix is the entropy change at 
temperature T. Using the Flory–Huggins approach [52, 53] to 
describe the enthalpy and entropy of mixing and including an 
additional term for the change in surface free energy of the particle, 
the Morton–Kaizermann–Altier (MKA) equation is obtained [54]: 

Ê ˆ u r  j u s1 2 m p  Ê 
1/2 p ˆ 2 mlnjm = -1˜ jp - cjp - b jp - ˜ - (2.50)

ËÁ j ¯ M ËÁ 2 ¯ RTr C p 

where jp and jm are volume fractions of polymer and solvent (or 
monomer) inside the particle, c is the Flory–Huggins interaction 
parameter between polymer and solvent and is a function of 
concentration, u is the partial molar volume of the solvent, s ism 
the interfacial tension between the particle and the surrounding 
medium, r0 is the unswollen particle radius, rp is the swollen particle 
radius, b is a crosslinking parameter (b = 0 uncrosslinked, b = 1 
crosslinked), rp is the density of the polymer, and MC is the average 
molecular mass between crosslinks. 

The last term in Eq. 2.50 represents the resistance to the creation 
of new surface area upon swelling due to increasing the interfacial 
free energy. There is a pressure difference between the interior of 
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the particle and the continuous phase (Laplace pressure), which is 
inversely proportional to the radius of curvature while proportional 
to the interfacial tension of the particle. For this reason, larger 
particles swell to a larger extent and also swell initially faster [55]. 
Please notice that the particle interfacial tension may increase as 
the particle size grows (assuming a constant amount of surfactant 
in the system), complicating the overall effect of particle size on the 
Laplace pressure. 

Laplace pressure: It is the pressure difference across a curved 
interface caused by the capillary effect of interfacial tension. 

The Laplace term also indicates that larger objects in coexistence 
with smaller ones will grow in size at the expense of the smaller 
objects, which have a tendency to dissolve. This effect is known in 
colloid science as Ostwald ripening. 

Ostwald ripening: Experimental effect observed in colloidal systems 
with a non-monodisperse size distribution describing the growth of 
larger objects on the expense of smaller ones, caused by the Laplace 
pressure. 

When the MKA approach is used, it is possible to predict the 
equilibrium concentration of a solvent inside a polymer particle 
as a function of the average degree of polymerization, the partial 
molar volume of the solvent, the average radius of the polymer 
particles, the polymer-continuous phase interfacial tension, the 
solvent–polymer interaction parameter, and the temperature of 
the system. There are, however, two important drawbacks in this 
approach. The first drawback is that according to the MKA equation, 
the equilibrium concentration of solvent in the particles does not 
depend on the concentration of solvent in the continuous phase. 
In order to overcome this difficulty, the MKA equation is used only 
if the solvent is present above its saturation concentration in the 
continuous phase (this means that tiny drops of solvents exist in the 
continuous phase), whereas for lower concentrations, the following 
partition coefficient is defined: 

*sat [ ]S 
pK = (2.51)S,pc [ ]S sat 
c 
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where [S]p
*sat is the equilibrium concentration of species S (solvent in 

this case) inside the particles obtained from the MKA equation, and 
[S]c

sat is the saturation concentration of the solvent in the continuous 
phase. Therefore, the equilibrium concentration of solvent inside the 
particles can be obtained from the concentration of solvent in the 
continuous phase below saturation: 

*[ ]S = K [ ]S (2.52)S,pcp c 

As an alternative, Vanzo et al. [56] compared the free energy of 
monomer–polymer mixing inside the particles (MKA equation) to 
the free energy of the monomer in the continuous phase and found 
the following relationship, usually known as the Vanzo equation: 

Ê [ ]S ˆ 
2u s  c 2 mlnÁ ˜ = ln(1 - j )+ jp + cjp + (2.53)psat Á S ˜ RTr pË [ ]c ¯ 

The second drawback, and perhaps the most important, is that 
the MKA equation, as well as the Vanzo equation, cannot always be 
safely used to predict equilibrium concentrations inside polymer 
particles because (i) some of the parameters included in the 
model are not constant (such as the interaction parameter and the 
interfacial tension), and (ii) not all thermodynamic effects have been 
considered (for example the swelling pressure effect [15, 57]). 

The MKA equation is actually based on the condition for polymer 
solubility in a pure solvent (no third phase present); the correction 
for a three-phase system with a different continuous environment 
can be made by introducing an interfacial tension (assumed to stay 
unchanged). Moreover, it holds only for equilibrium conditions. This 
is why the MKA equation is not really applicable for heterophase 
polymerization. There are even experimental results proving that 
diffusion of dissolved monomer molecules is not enough to reach 
equilibrium swelling [11]. It actually takes quite a long period of 
time to reach swelling equilibrium even under favored conditions. 

The experimental values of swelling are much lower than 
described by the classical MKA equation. Antonietti et al. [58] 
observed a pronounced dependence of the swelling ratio on particle 
size. In order to explain this phenomenon, the authors presented 
a modified description that considered size-relevant effects using 
an additional swelling pressure term DP (in analogy to swelling of 



https://www.twirpx.org & http://chemistry-chemists.com

  

 

 

  

  

  

 

 

Ë

Molecular Transfer 113 

macroscopic gels), which increases with the curvature of the particle 
size and counteracts swelling. Thus, the MKA equation cannot be 
trusted to accurately predict the concentration of monomer inside a 
particle as a function of the particle radius. The equation for swelling 
equilibrium including size-dependent corrections, and considering 
that c also depends on the polymer volume fraction, presented by 
Kaspar [59], is the following: 

u r  Ê jp ˆ u Ê 2s ˆÊ 1 ˆ 2 m p  1/2 mlnjm = -1 jp - cjp - b Ájp - ˜ - Á + DP˜Á ˜Ë j ¯ MC Ë 2 RT r p ¯¯ Ë 
(2.54) 

Alternatively, swelling has also been described using empirical 
equations relating the solvent concentration in both phases. One of 
the most important examples of the use of empirical expressions 
in heterophase polymerization has been presented by Ballard et al. 
[60]. The general empirical expression proposed is the following: 

y 
S 
p[ ]S 

= Á
Ê [ ]  

˜
ˆ 

(2.55)
sat sat[ ]S 
c

c 

Á
Ë [ ]S 

p 
˜
¯ 

where the exponent y is an empirical parameter determined for each 
solvent–polymer system. For example, for the methyl methacrylate/ 
poly(methyl methacrylate) system, a value of y = 0.6 was obtained 
from experimental data. A similar value has also been obtained for 
the vinyl acetate/poly(vinyl acetate) and the styrene/polystyrene 
systems [8]. 

A better alternative is the use of molecular simulation methods 
for describing swelling. From a molecular point of view, monomer 
or solvent molecules (and aggregates) are continuously absorbed 
by or desorbed from the polymer particles. If the rate of molecular 
absorption per particle is larger than the rate of desorption, 
swelling takes place; otherwise, deswelling occurs. Thus, swelling 
(or deswelling) is simply the result of the balance between the 
absorption and desorption of molecules (either individually or 
in the form of molecular aggregates). At equilibrium, the rates of 
desorption and absorption are exactly the same, and thus there is 
no net change in the number of molecules inside the particles. Since 
the rates of desorption and absorption depend on the diffusion 
coefficients inside the particles and in the continuous phase, their 
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Figure 2.11  Equilibrium partition coefficients as a function of the ratio 
between diffusion coefficients, in the absence of energy barriers for absorption 
or desorption and at a constant volume fraction of spherical polymer particles 
of 10%. Solid line: Best fit using Eq. 2.56.

values are crucial for the equilibrium distribution of the molecules 
in the system. The effect of the diffusion coefficients on the partition 
coefficient (at equilibrium) in dispersions of polymer particles has 
been investigated using BD simulation [29]. It was observed that the 
molecules tend to accumulate in the phase where they present the 
lowest diffusion coefficient. This is reasonable because the fastest 
diffusing molecules may cross the interface more frequently causing 
an accumulation in the phase of lowest mobility. The effect of the 
ratio of diffusion coefficients on the equilibrium partition coefficient 
of the system can be expressed approximately using the following 
empirical expression:

	 K
D

D

E E

RTS,pc
S,c

S,p

a
abs

a
des

ª
Ê

Ë
Á

ˆ

¯
˜ -

-Ê

Ë
Á

ˆ

¯
˜

b

exp
3

	 (2.56)

where b is positive and its value depends on the particular conditions 
such as the volume fraction of the particles in the dispersion, Ea

abs  
≥ 0 is the activation energy of the absorption process, Ea

des ≥ 0 is the 
activation energy for the desorption process. If there is a net energy 
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barrier for absorption, the molecules accumulate in the continuous 
phase. Similarly, if there is a net energy barrier for desorption, 
the molecules will concentrate inside the particles. If both 
activation energies are identical, the partition coefficient will only 
depend on the relative diffusivities of the molecule at each phase.  
Figure 2.11 illustrates the behavior of equilibrium partition 
coefficients determined by BD simulation in the absence of energy 
barriers, as a function of the ratio of diffusion coefficients, for 
constant polymer volume fraction.
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Figure 2.12  Equilibrium partition coefficients as a function of the ratio 
between diffusion coefficients and the volume fraction for monodisperse 
spherical particles in the absence of energy barriers for absorption or 
desorption.

	 In the case of irreversible absorption and desorption of 
molecules (no re-desorption or reabsorption is possible), a value 
of b = 1 would be expected. However, for the conditions considered 
in Fig. 2.11, it was found that b ª  1.6. This deviation is caused by 
the fact that a single molecule at the interface can be absorbed and 

Molecular Transfer
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desorbed several times (by the same particle or by neighboring 
particles) before diffusing to the center of the particle or to the bulk 
of the continuous phase, which is not considered by the models of 
irreversible phase transfer, giving rise to different effective diffusion 
paths for phase transfer.
	 The simultaneous effect of volume fraction and diffusion 
coefficients on the equilibrium partition coefficient for monodisperse 
spherical particles is presented in Fig. 2.12. It can be noticed that 
the value of b (steepness of the slope in the y–z plane) decreases as 
the volume fraction of particles decreases. In the limit of infinitely 
diluted dispersions, b tends to 1. The functional dependence of b on 
the volume fraction of particles in the dispersion is highly nonlinear.
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Figure 2.13  Effect of activation energies for phase transfer on the equilibrium 
distribution coefficient.

	 When energy barriers for absorption and desorption are 
considered, the energy difference will influence the equilibrium 
partition coefficient. Figure 2.13 shows the results of BD simulation 
for the simultaneous absorption and desorption when different 
activation energies are present, assuming that DS,c = DS,p. These 
results can be well described using Eq. 2.56.
	 Molecular simulation techniques can become very good 
alternatives for the prediction of non-equilibrium monomer 
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concentration inside polymer particles in heterophase 
polymerization and could be very useful in systems where the 
swelling equilibrium assumption may not be valid, for example, 
in the widely used monomer-starved semi-batch processes in the 
industry. This approach could be further used to investigate the non-
equilibrium uptake of any other type of molecule, such as primary 
radicals, oligomers, solvents, or any other compound that might be 
useful to modify colloidal particles. 

2.3 Kinetics of Polymerization 

In general, the mechanisms of reaction involved in heterophase 
polymerization are identical to those of a single-phase 
homogeneous polymerization. The difference in the overall kinetics 
of polymerization between homogeneous and heterogeneous 
polymerization systems is the result of the particular partition or 
distribution of the reacting species between the different phases 
coexisting in the system. 

Thus, for heterophase polymerization systems, the kinetics 
of polymerization is determined not only by the rate of the 
specific reactions involved, but also by the transfer and balance 
of chemical constituents between the phases. Since the latter was 
already discussed in the previous section, only some additional 
remarks regarding the rate of polymerization will be presented in 
this section. Particularly, we will generally refer in this section to 
homopolymerization, since copolymerization involves an additional 
degree of complexity regarding the differences in distribution 
equilibria for the different monomers. In order to minimize these 
effects during copolymerization, semi-batch procedures with 
monomer feed under starved conditions are usually applied instead 
of batch-flooded polymerization. Such monomer-starved conditions 
allow instantaneous consumption of the monomers as they are fed 
into the reactor, preventing their accumulation. 

Determining the kinetics of polymerization in any system requires 
carefully defining the rate of polymerization (rp). While this might 
seem, at this point, quite straightforward, the fuzzy definition of a 
polymer and the random nature of polymer chains complicate such 
definition. For example, individual monomer units can usually be 
treated as polymer chains of chain length 1. Under such assumption, 
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pure monomers would already be considered polymers. The same 
occurs with oligomers. A dimer can be considered a polymer chain, 
but the physical properties of a dimer are certainly different to 
both the monomer and the polymer. So where is the dividing line 
for considering that a certain chemical reaction is a polymerization 
reaction? Can a fixed minimum chain length limit be used for defining 
polymerization? Since these are still unresolved issues, we will just 
arbitrarily consider as a polymerization reaction any reaction that 
increases the chain length of a polymer, independently of the final 
chain length obtained. Please notice that in this sense, increasing 
the chain length of a polymer always involves the decrease in the 
number of polymer chains (including monomers). 

Polymerization reaction: Any reaction resulting in an increase in the 
chain length of a polymer. 
Depolymerization reaction: Any reaction resulting in a decrease in 
the chain length of a polymer. 

Following the same line of thought, a depolymerization reaction 
is any reaction that results in a decrease in the chain length of a 
polymer, resulting in the appearance of smaller polymer chains in the 
system (including monomers). Depolymerization typically happens 
for chain polymerizations at elevated temperature, above the so-
called ceiling temperature, which is determined when the Gibbs 
free energy change during polymerization (or depolymerization) 
becomes zero (DG = 0). 

In some cases, such as in chain-growth polymerization for 
example, different parallel reactions take place, which do not 
affect the chain length of the polymers involved (for example, 
the decomposition and recombination of initiator molecules, as 
well as chain transfer to monomer). Thus, these reactions are not 
polymerization (or depolymerization) reactions. However, since 
they have an effect on the availability of the reacting species that 
lead to polymer growth, they play a key role in the kinetics of 
polymerization. 

The next conceptual challenge is quantifying the amount of 
polymer formed in order to determine a rate of polymerization. As it 
was previously mentioned, polymerization involves the combination 
of polymer chains, and thus the number of polymer chains in the 
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system decreases as polymerization proceeds. In fact, the theoretical 
limit of polymerization is reaching a single polymer chain containing 
all monomer units initially available in the system. Thus, the rate of 
polymerization cannot be measured in terms of the increase in the 
number or concentration of polymer chains present in the system, 
as it is customary in conventional chemical reactions. Therefore, a 
different approach is needed. 

The rate of polymerization is then defined in terms of the net 
number of individual polymerization events that are taking place 
per unit time per unit volume. Such net number of polymerization 
events will be determined as the total number of polymerization 
events taking place per unit time per unit volume, minus the total 
number of depolymerization events taking place in the same period 
and same volume. Thus, the rate of polymerization will measure the 
frequency of chain growth in a system of unit volume. 

Polymerization rate: Net number of polymerization events taking 
place per unit time per unit volume (frequency of chain growth). 

The relative advance of the polymerization reaction is 
determined by the conversion (XP). The conversion indicates the 
progress of the reaction. A conversion value of 0 indicates that no 
polymerization events have taken place in the system. A conversion 
value of 1 indicates that all monomer units available became part 
of the polymer chains (molecules with chain length greater than or 
equal to 2). Thus, the rate of polymerization indicates how fast the 
conversion is increasing during the process. 

Conversion: Ratio of the number of monomer units contributing to an 
increase in the polymer chain length to the initial number of monomers 
available. 

The conversion of the polymerization reaction is also closely 
related (but not equivalent) to the degree of polymerization (DP). 
The degree of polymerization indicates the average number of 
monomer units incorporated to each polymer chain in the system 
(total number of polymerized monomer units divided by the 
total number of polymer chains). Note that for a single chain, the 
degree of polymerization corresponds to its chain length. As the 
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conversion of the polymerization reaction increases, the degree of 
polymerization is also expected to increase. However, the relation 
between conversion and the degree of polymerization is not linear 
because the total number of chains (including monomer units) 
decreases during polymerization. Please notice that considering 
monomer units as polymer chains of chain length 1 has a significant 
effect on the determination of the degree of polymerization. 
Therefore, it is important to specify whether or not the monomer 
units are considered polymer chains in the determination of the 
degree of polymerization, and other properties of the polymer chain 
distribution. 

Degree of polymerization: Average number of monomer units per 
polymer chain in the system considered. 

Since each polymer chain can grow at a different rate, at any instant 
the chain length of the polymers can be different. Furthermore, the 
molecular mass of each polymer chain can be different (even when 
the chain length is the same, if different monomer units are present 
in the system as in the case of co-, ter-, and multi-polymerization). 
Since it is not possible to determine the individual properties of all 
polymer chains in a system, the polymer chain length and molecular 
mass are treated as random variables (using statistical methods). 
This way, both the polymer chain length and the polymer molecular 
mass will be described by a particular statistical distribution. In 
principle, those distributions are discrete, because the sets of 
possible values taken by the chain length or the molecular mass are 
finite. However, as the polymer chains grow larger, the set of possible 
values increases significantly allowing treating the distributions 
as continuous random variables. In order not to lose generality, a 
discrete formulation of the probability distributions for the chain 
length and molecular mass of the polymers will be considered. 

The relative frequency of chains with a certain chain length l in the 
system will be denoted as the probability pL(l). Similarly, the relative 
frequency of polymers with a molecular mass m is denoted as pM(m). 
The set of values of the probability for each chain length or molecular 
mass represents the polymer chain probability distribution. These 
probability sets can then be used for estimating some representative 
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properties of the polymer system. Those properties are commonly 
denoted as moments of the distribution and are defined as follows: 

N 
n nM x( ) = E x  = i ( )i (2.57)n ( ) Âx p  xx 

i=1 

where Mn represents the n-th moment of the distribution, x is the 
random variable, either the chain length (l ) or the molecular mass 
(m), E represents the expectancy or expected value operator, i is a 
chain identification number, N is the total number of polymer chains 
in the system, and xi is the corresponding value of the random 
variable for the i-th polymer chain (li for chain lengths, mi for 
molecular masses). 

The average value of a distribution corresponds to its first 
moment. For example, the average chain length (corresponding to 
the degree of polymerization) will be 

DP = M l( ) = E l( ) = Â
N 

l pi L ( )li (2.58)1 
i=1 

On the other hand, the average molecular mass of the polymer 
(also denoted as number-average molecular mass) will be 

N 

M = M m  E m = m p m( ) = ( ) Â ( )  (2.59)n 1 i M i 
i=1 

Other commonly used properties of the polymer chain 
distribution include the mass-average molecular mass (Mw): 

N 
2

( m p  m( )  E m2 ) Â i M ( )iM m2 i=1M = = = (2.60)w NM m( )  E m1 ( )  Âm p  mi M ( )i 
i=1 

the Z-average molecular mass (MZ): 
N 

3 

3 ( )  E m3 ) Âm pi M ( )miM m  ( i=1M = = 
2 

= 
N (2.61)( )  E m( ) 2 

Z M m2 Âm p  ( )mi M i 
i=1 

and the molecular mass dispersity (DM): 
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N

Âm p  ( )m2 i M iE mM m  )M ( )  ( 
2 

w 2 i=1D = = = = (2.62)M 2 2 2M M m( )  E m( )  N 

m 
n 1 Ê ˆ 

ÁÂm pi M ( )i ˜
Ë i=1 ¯ 

The dispersity is a property related to the broadness of the MMD. 
It can be shown that the dispersity can equivalently be expressed as 

2Ê s ˆ
MDM = +1 Á ˜ (2.63)

Ë M ¯ n 

where sM is the standard deviation in the MMD of the polymer chains. 
Clearly, DM has a minimum value of 1 when all the chains have the 
same molecular mass. An equivalent definition for the dispersity of 
chain lengths also applies. 

For all the previous calculations, it is important to clearly specify 
what is the minimum chain length required to be considered part 
of the N polymer chains. And the answer will be closely related to 
the experimental methods used to determine those properties. If, 
for example, the properties are measured for a solid polymer after 
filtration and drying, then monomer and oligomers in the liquid state 
should not be considered. This clarity is important when comparing 
polymerization models with experimental results. 

Now, after introducing these basic polymerization concepts, we 
are ready to consider specific polymerization systems. Following 
Flory’s classification of polymerization processes [61], step-growth 
and chain-growth polymerization kinetics will be discussed. 

2.3.1 Step-Growth Polymerization Kinetics 

In step-growth polymerization, the polymer chain grows with each 
reaction between the reactive functional groups at the end of the 
chains. A very general representation of the polymerization reaction 
in step-growth polymerization systems is the following: 

P P+ Æ Pi j  ( )  (2.64)i j + + R 

where two polymer chains (Pi and Pj) react to form a larger polymer 
chain (Pi+j) and optionally a residual molecule (R). A more detailed 
representation of the molecular structure of the chains would be 
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M E + M E Æ M E  +( )  (2.65)Ri a  j b  + + -2i j a b  

Highly branched 
Linear chain (M5E2): Branched chain (M8E3): 

chain (M12E8): 

M M M M M M E 
E M M E E M M E 

M M M 
M E M M E 

MCyclic chain (M6E0): Cyclic branched chain (M8E1): 
E M M M 

M M M M EM M M E EM M M M M E E M 
M M EM M 

M M 

Figure 2.14 Selected examples of macromolecular chains containing different 
numbers of monomeric building blocks (M) and chain end fragments (E). 

The first reacting polymer chain (Pi) is represented by i 
monomeric units (M) and a different chain ends (E). A linear chain 
has only two chain ends. A branched chain presents more than two 
different chain ends. Cyclic or closed chains will present less than two 
chain ends. This is graphically illustrated in Fig. 2.14. This notation, 
however, does not take into account the particular conformation of 
the chain. Furthermore, chain ends (E) can be either complementary 
functional groups (F) capable of reacting between them or inert 
groups (I). The second reacting polymer chain has j monomeric units 
and b chain ends. The polymer chain obtained after the reaction 2.65 
has now a chain length of i+j and a+b-2 chain ends (either functional 
or inert). This means that all the monomeric building blocks of the 
chains are added in the resulting chain, but the number of chain ends 
is reduced by 2 (one functional chain end for each reacting chain). 
Reaction 2.65 can be more rigorously expressed as follows: 

A BM E  F + M E  F Æ M E  +( )  (2.66)Ri a-1 j b-1 + + -i j a b 2 

In this case, functional groups FA and FB react forming a covalent 
bond connecting the chains and yielding an optional residue R. 
Since the presence of the residue is optional, it cannot always be 
used to measure the polymerization rate. On the other hand, the 
number of chain ends present in the system always decreases after 
each polymerization step. Thus, the most general expression for the 
instantaneous step-growth net polymerization rate (rp) is 
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1 È q q d E[ ]˘in out r p = ( E [ ]E - Â E - E ) - ˙ÍÂ [ ] - ) ([ ]  [ ]  (2.67)
in out 2 Î V V dt ˚ 

where [E] represents the instantaneous molar concentration of 
total chain end groups in the reaction zone of volume V, which is 
assumed to be perfectly mixed, qin represents the input volumetric 
flows to the reaction zone, with the respective total chain end groups 
concentration [E]in, and qout represents the output volumetric 
flows with the respective total end groups concentration [E]out. 
The reaction zone can be the overall reactor volume, as long as it 
is homogeneous and perfectly mixed. Otherwise, the volume of 
reaction will represent only the volume of a dispersed phase or 
the volume of a local, perfectly mixed zone within the continuous 
phase. The volumetric input and output flows may represent overall 
inputs or outputs to the reactor, but also may indicate mass transfer 
terms between the different reaction zones inside the reactor. The 
term ½ emerges because two functional groups are consumed per 
polymerization reaction. Equation 2.67 assumes that chain end 
groups are only consumed by the polymerization reaction. Since 
only functional groups are consumed, assuming that the chains 
contain non-functional end groups, the decrease in total chain end 
groups is caused by the decrease in functional groups. Thus, 

1 È qin qout d F[ ]˘ 
r p = ÍÂ ([ ]F -[ ]F ) - Â ([ ]F -[ ]F ) - ˙ (2.68)

in out 2 Î V V dt ˚ 
where [F] is the molar concentration of functional end groups. 

If the residue molecule is always generated at each polymeriza-
tion step, then the rate of polymerization can alternatively be deter-
mined as 

d R[ ]  q qin out r = - Â ([ ]R -[ ]R ) + Â ([ ]R -[ ]R ) (2.69)
in out p dt V V 

where [R] is the molar concentration of the residue molecule in the 
reaction zone considered. In continuous reactors, where q = qin = 
qout, the term q/V corresponds to the reciprocal of the residence time. 
Furthermore, qin/V can also be interpreted as a dilution rate. Equation 
2.69 assumes that R is not involved in any additional reaction (other 
than polymerization or depolymerization). Otherwise, additional 
reaction terms (consumption or generation) should be included. 
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From a mechanistic point of view, the kinetics of polymerization 
reactions taking place between functional groups FA and FB can be 
expressed as 

rp(A,B) = kp(A,B)[FA][FB] (2.70) 

where kp(A,B) represents the reaction rate coefficient between 
functional groups FA and FB. Then, the total polymerization rate 
will be determined as the sum of the contributions from all possible 
reactions between pairs of functional groups taking place in the 
reaction volume: 

X Yr = Âr ( , ) = Âk p( , )X Y  [F ][F ] (2.71)p p X Y  
X Y, X Y, 

Depolymerization, in this case, is the reverse reaction of Eq. 2.64. 
If residual molecules are involved, the rate of depolymerization (rdp) 
will be given by 

rdp = kdp [ ]R Â(i -1)ÈÎPi ˚̆ (2.72) 
i 

where [Pi] represents the concentration of polymer chains of chain 
length i, and i – 1 indicates the number of susceptible bonds between 
monomeric units inside the chains. Of course, Eq. 2.72 neglects 
reactivity differences for the susceptible bonds in the polymer 
chains. 

If no residual molecule is formed during polymerization, then 
the kinetics of depolymerization simplifies into 

rdp = kdp Â(i -1)ÈÎPi ˚̆ (2.73) 
i 

where all internal bonds between monomeric units are susceptible 
to depolymerization, by thermal effects for example. 

The local conversion (within the reaction zone considered) for 
step-growth polymerization reactions can be determined as follows: 

ÈF VÎ L ˚̆ 
X = - (2.74)1P 

ÎF ˘ V + q F  - q ÎF ˘È L ˚0 0 Â in  ÈÎ L ˘̊ Â out  È L ˚in out 

where [FL] represents the present concentration of the limit 
functional groups, [FL]0 is their concentration at the beginning of 
the process, and V0 is the initial volume of the reaction zone. The 
limit functional group represents the first reactant unit causing the 
polymerization to stop when it is completely consumed. 
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126 Mechanisms of Heterophase Polymerization

2.3.2 Chain-Growth Polymerization Kinetics 

In the case of chain-growth polymerization, an active site is required 
for promoting bond breakage of a reaction partner (containing a 
susceptible bond), and subsequent bond formation between the 
active molecule and the reaction partner, resulting in chain growth. 
The susceptible bonds mainly include unsaturated bonds and rings. 
Even though other types of bonds may also be susceptible to reaction 
with the active site, they do not lead to a polymerization reaction, only 
to a molecular rearrangement without disappearance of molecules. 
The active sites may include radicals, ions, and transition metals. 
Polymer chains involved in chain-growth polymerization can be 
classified into: living polymer chains (containing at least one active 
site A), macromers (or macromonomers, containing at least one 
susceptible bond B), living macromers (containing at least one active 
site and one susceptible bond), and dead polymer chains (without 
active sites or susceptible bonds). The notation summarized in 
Table 2.1 is suggested for representing each type of polymer chains. 

The simplest case of chain-growth polymerization involves a 
living polymer chain of chain length i (Li) with one active site and a 
monomer molecule (M), as follows: 

Li + M Æ Li+1 (2.75) 

A more general version of the chain-growth polymerization 
reaction would involve a living polymer chain and a macromer: 

P A + P B Æ P A B a,b ≥ 1 (2.76)i a  j b  +i j a b-1 

However, the presence of susceptible bonds in the living polymer 
chain, as well as the presence of active sites in the macromer, is also 
possible resulting in 

P B A + P B A Æ P B  - A + , a,b ≥ 1; c ,d ≥ 0 (2.77)+ a di c a  j b d  i j c b+ 1 

Thus, an active site of one chain reacts with a susceptible bond of 
the other chain resulting in chain growth and the disappearance of 
the susceptible bond. 

Please notice that the main difference between step-growth 
and chain-growth polymerization reactions is that for the latter, the 
structural units responsible for the polymerization (active sites) 
do not necessarily disappear, whereas in the former both reactive 
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Kinetics of Polymerization 127 

functional groups are necessarily consumed. However, this does 
not mean that the active sites in chain-growth polymerization 
cannot disappear; just that it is not a mandatory condition of the 
polymerization reaction. They may disappear in other side reactions 
or in certain particular polymerization reactions (for example, in 
termination and deactivation reactions). 

Table 2.1 Notation used for the different types of polymer chains present in 
chain-growth polymerization 

Polymer Simplified Detailed 
type notation* notation* Description 

Dead polymer Di Pi Polymer chain containing i 
chain monomeric building blocks, 

without any active site or 
susceptible bond 

Living Li,a PiAa Polymer chain containing i 
polymer monomeric building blocks and 
chain a active sites, but no susceptible 

bonds 
Macromer Mi,b PiBb Polymer chain containing i 
chain monomeric building blocks 

and b susceptible bonds, but no 
active sites 

Living LMi,b,m PiBbAm Polymer chain containing i 
macromer monomeric building blocks, b 
chain susceptible bonds, and a active 

sites 
*Subscripts represent positive integer values. Subscripts may be omitted whenever 
they present a value of 1. 

When the active sites of the polymerization are radicals, also the 
following reaction may take place and lead to chain growth: 

P B A P+ B AÆ P B  (2.78)i c  j b  + +i j c b  

This reaction is commonly known as termination by 
recombination. However, it should be considered a polymerization 
reaction because it results in an increase in the chain length of 
one polymer and the disappearance of the other. Alternatively, the 
reactants in 2.78 may result in different products. For example: 
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128 Mechanisms of Heterophase Polymerization

ÏP B  + P BÔ i c+1 j b
P B A P+ B AÆ Ì (2.79)i c  j b  P B + P BÔ i c  j b+1Ó 

This reaction is known as termination by disproportionation, and 
it is not a polymerization reaction. 

The polymerization reaction (Eq. 2.76), also known as 
propagation, is characterized by the disappearance of one susceptible 
bond per reaction. On the other hand, recombination (Eq. 2.78) is 
characterized by the disappearance of two active sites. However, 
such effect is not exclusive of Eq. 2.78 since primary radicals 
(radicals without any monomer unit or susceptible bond) may also 
recombine without polymerization. Even though recombination 
has an important effect on the polymer chain distribution, it is 
usually not considered in the kinetics of free-radical chain-growth 
polymerization because it cannot easily be traced during the 
reaction. 

Thus, in general, the rate of chain-growth polymerization will be 
given by 

qin qout d B[ ]
r p = Â ([ ]B -[ ]B ) - Â ([ ]B -[ ]B ) - (2.80)

in out V V dt 
where [B] represents the concentration of susceptible bonds in the 
reaction zone of volume V. 

Neglecting the termination by recombination reaction, the rate 
of polymerization (here the rate of chain growth) can be determined 
from the rate of propagation as 

r  k B A◊ ◊ (2.81)p = p [ ] [ ]  
where [A] represents the concentration of active sites present in the 
reaction zone. When only the monomer units contain susceptible 
bonds, and there is only one susceptible bond per monomer 
M, then [B] = [M]. When some monomers contain two or more 
susceptible bonds in their structure, the polymer chains may also 
contain susceptible bonds. When monomer mixtures are used, if 
the proportion of monomers with two or more susceptible bonds is 
small, [B] ≈ [M] will remain a good approximation. 

The local conversion (within the reaction zone considered) for 
chain-growth polymerization processes can be expressed in terms 
of the consumption of susceptible bonds as follows: 
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Kinetics of Polymerization 129 

[ ]B V  
1XP = - (2.82)[ ]B V + Âq B[ ] - Âq [ ]B0 in out 0 in out 

where [B] represents the actual concentration of susceptible bonds 
in the system, and [B]0 is their initial concentration when the volume 
of the reaction zone was V0. 

While the conversion depends only on the rate of polymerization 
rp, this rate depends on the concentration of active growing chains. 
Now, the number of active sites will depend on the rate of initiation 
ri (which depends on the rate of generation of active molecules), and 
on the rate of termination rt of active chains (in the case of radicals). 
This is mathematical expressed as follows: 

d A[ ]  q qin out r ri + Â [ ]A -[ ]) - ( A [ ]) (2.83)= - t ( A Â [ ] - A 
in out dt V V 

The rate of initiation can be expressed as 

r k= ◊[ ]B L[ ]◊ (2.84)i i 0 

where ki is a kinetic rate coefficient of initiation (sometimes 
considered identical to kp), and [L0] is the concentration of primary 
active molecules (with chain length zero). This concentration of 
primary active molecules is given by 
d L[ ]  qin0 qout r g ri + Â (ÈÎL0 ̊̆  

in 
- L0 ) - Â (ÈÎL0 ̆̊ out 

-[ ]L0 )= - [ ]
dt V V (2.85) 

where rg is the rate of generation of primary active molecules. If 
the primary active molecules are generated from a single initiating 
molecule (I), then such rate can be expressed as 

rg = fkg[I] (2.86) 

where f is an efficiency factor for the generation of primary active 
molecules (with values between 0 and 1), kg is a rate coefficient, and 
[I] is the concentration of initiating molecules. The rate coefficient 
kg already takes into account the stoichiometric coefficient of the 
number of active molecules generated per reaction event. If the 
primary active molecules are generated by the reaction of two 
initiating molecules (I1, I2), such as in redox initiation systems, then 
the rate of generation is 

r = fk I  I (2.87)g g ÎÈ 1 ̆̊ ÈÎ 2 ̊̆  
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130 Mechanisms of Heterophase Polymerization

It is also possible to incorporate two or more initiators with 
different decomposition rates (frequently used in suspension 
polymerization), each one of which will be represented by its own 
decomposition equation (Eq. 2.86). 

Returning to Eq. 2.83, the rate of termination (either by 
recombination or disproportionation) of active growing chains is 
given by 

2 
rt = kt ◊[ ]A (2.88) 

where kt is the kinetic rate coefficient of termination, which already 
includes the value of the stoichiometric coefficient indicating the 
number of active chains suppressed per termination reaction (with 
a value of 2). Please recall that this termination reaction may not be 
present in all types of chain-growth polymerization processes. 

Applying the quasi-steady-state assumption (Bodenstein’s 
principle [62]), the concentration of active sites [A] can be 
approximately expressed as (neglecting the transfer of active sites 
between the reaction zones): 

r g
[ ]A ª (2.89)

kt 
where rg is the total rate of generation of primary active molecules, 
independent of the mechanism of generation. 

Using Eq. 2.89 in Eq. 2.81 greatly simplifies the determination of 
the rate of polymerization (when bimolecular termination of active 
chains occurs). 

Another important concept in chain-growth polymerization 
reactions is the kinetic chain length (u), defined as the average 
number of monomer units added to the growing chain until its 
activity is lost. When the activity of the growing chain is lost only by 
termination, then 

k B[ ]  k B[ ]p pn = ª (2.90)
k At [ ]  k rt g  

Then, the degree of polymerization DP can be related to the 
kinetic chain length by 

DP = ftn (2.91) 
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where ft is a termination factor corresponding to 1 for termination 
by disproportionation only, 2 for termination by recombination only, 
and intermediate values when both types of termination are present. 

The simple relation between the degree of polymerization and 
the kinetic chain length, as given by Eq. 2.91, is not fulfilled if chain 
transfer is an important kinetic event during the polymerization as 
for the first time discussed comprehensively by Flory [63]. 

If transfer reactions are important, the average degree of 
polymerization will be 

k B[ ]p
DP ª f (2.92)t

k T[ ]+ k rtr t g  

where ktr is the rate constant of transfer of the active site to another 
compound T. This transfer reaction can be expressed, in general, as 
follows: 

PiBbAa + T Æ PiBbAa–1 + TA (2.93) 

where TA is a new active compound, capable of initiating the 
growth of a new chain comparable to a primary active molecule. 
Furthermore, the transfer agent can also be a growing polymer chain 
[64]. In addition, the rate of transfer of the active site is 

rtr = ktr [A][T] (2.94) 

Additional discussions on the kinetics of chain-growth 
polymerization reactions can be found in the scientific literature, 
particularly for free-radical polymerization [65–69]. 

2.3.3 Diffusion-Controlled Polymerization Kinetics 

As it was shown in the previous sections, most reactions involved 
in polymerization are bimolecular. A bimolecular reaction can take 
place only after both molecules find each other in the local reaction 
zone. Please note that reactions are local events occurring at 
the molecular level, only when all the reactants involved are in the 
right place, in the right position, and in the right time. Such local 
reaction zone is assumed to be perfectly mixed, and therefore 
bimolecular reactions will depend only on the spatial probability 
of collision. However, when the reactants are in different reaction 
zones, molecular transfer between these zones must occur first. 
Such transfer will be determined by molecular diffusion, as it was 
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previously mentioned in Chapter 1. Now, if the rate of reaction is 
slow compared to the rate of mass transfer by molecular diffusion, 
the spatial composition of the system will behave as homogeneous 
and perfectly mixed. On the other hand, if the rate of mass transfer 
(by diffusion) is slower than the rate of reaction, the reacting system 
becomes diffusion controlled and the local spatial composition will 
not be homogeneous (imperfect mixing) [70]. Then, different reaction 
zones will be present in the reactor. Those reaction zones will behave 
equivalently as dispersed phases in a heterophase polymerization 
system. The difference is that not all segregated reaction zones can 
be easily distinguished, and they do not necessarily result in the 
formation of polymer particles. 

Due to the high viscosity of polymer media (low free volume), 
and to the lower mobility of oligomeric and polymeric chains, 
low molecular diffusivities of the reactants can easily result in 
diffusion control or imperfect mixing, which seriously affects the 
final conversion and MMD of the polymer formed as a result of 
the competitive nature of the polymerization reactions involved. 
Since the mobility of the chains and their neighboring molecules is 
significantly reduced as they grow, it is expected that the kinetics 
of polymerization changes as conversion increases. This is reflected 
in the decrease in the volume of perfectly mixed reaction zones 
(increasing their number), and a reduced mass transfer between 
reaction zones. 

At some point, all reactants are eventually isolated in small 
reacting zones within the polymer phase formed, and polymerization 
completely stops before reaching full conversion (glass effect) [71]. 

In the case of radical chain-growth polymerization, it is 
possible to observe an increase in the recombination of primary 
active molecules due to some confinement or “cage” effect in the 
reaction zones, decreasing the initiation efficiency, reducing the 
overall polymerization rate and resulting in lower final monomer 
conversions as well as lower molecular weight polymers. On the 
other hand, the increase in the viscosity of the medium may also 
cause isolation of the growing chains, suppressing all termination 
reactions and giving rise to the Trommsdorff or gel effect [72], which 
consists in a sudden acceleration of the polymerization rate, just 
before polymerization stops by the glass effect. Another important 
effect of diffusional limitations on the kinetics of polymerization 
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is the dependence of the reaction rate coefficients involving 
macromolecules on the chain length [73]. Thus, smaller chains tend 
to react more readily than larger chains. 

2.3.4 Heterophase Polymerization Kinetics 

So far we have discussed the kinetics of polymerization in a certain 
perfectly mixed reaction zone. However, the main interest of kinetics 
is predicting the overall (macroscopic) rate of a reaction. The 
same applies to heterophase polymerization. The overall rate of 
polymerization (rp )  in a heterophase polymerization system will be 
given by 

Z

Âr V  p,i i  Z 
i=1r p = 
VT 

= Âr p,i ij (2.95) 
i=1 

where Z represents the total number of reacting zones within the 
reactor of total volume VT, rp,i is the polymerization rate in the i-th 
reacting zone of volume Vi, and ji is the volume fraction occupied 
by the i-th reacting zone with respect to the total reactor volume. In 
other words, the overall polymerization rate is the volume-average 
polymerization rate of the individual reacting zones. 

The main difficulty in determining the overall polymerization 
rate is that the polymerization rates of all individual reacting zones 
are needed. And the individual polymerization rates will depend on 
the local reactants concentration, which also depends on molecular 
diffusion and mass transfer phenomena. 

It is possible, however, to make certain assumptions depending 
on the particular type of heterophase polymerization considered. 
For example, if the monomeric species have a low solubility in the 
continuous phase and polymerization therein can be neglected. If 
the dispersed phases are small and spatially separated over certain 
distance (needed to consider the particles as isolated), each can be 
considered an individual perfectly mixed reacting zone. Additionally, 
if the size and composition of the dispersed phases are similar, the 
overall polymerization rate simply becomes 

r = N  r V  (2.96)p p p p  

where Np is the number concentration of dispersed phases in the 
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134 Mechanisms of Heterophase Polymerization

system, Vp is the volume of each dispersed phase, and rp is the 
individual polymerization rate. 

For step-growth polymerization reactions (assuming only two 
functional groups), we get 

Br = N k F[ A ][F V] (2.97)p p p p 

whereas for chain-growth polymerization reactions, we have 

r = N k A B V  (2.98)[ ][ ]p p p p 

The similitude between the two mechanisms of polymerization is 
evident, if the susceptible bonds and the active sites are considered 
reactive functional groups. However, let us recall that the active site 
may survive the polymerization reaction, whereas the functional 
groups are consumed. The concentrations used in Eqs. 2.97 and 2.98 
correspond to average concentrations inside the dispersed phases. 

The overall reaction rate of chain-growth polymerization can 
also be expressed as 

r = n N k  B[ ]p A p p  (2.99) 

where 

n = A V[ ]A p (2.100) 

represents the average number of active sites inside each dispersed 
phase. 

2.4 Particle Dynamics 

Heterophase polymerization processes are characterized by the 
emergence of polymer particles dispersed in a continuous phase 
(which is not a good solvent for the polymer). One of the most 
important properties of such polymer dispersion is the probability 
distribution of particle sizes. The particle size distribution (PSD) is 
a statistical distribution analogous to the chain length distribution 
(CLD) or MMD of the polymer chains discussed in the previous 
section. The nature of the border between the particles and the 
continuous phase can be quite sharp, i.e., only negligible parts of the 
polymer molecules close to the interface stretch into the continuous 
phase. However, the interfacial layer can also be quite thick, 
particularly if polymeric stabilizers are employed or if the particles 
contain copolymers with hydrophilic components. In the latter case, 
it is important which sizing technique is applied, e.g., dynamic light 
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scattering (giving the hydrodynamic size) or electron microscopy 
(giving almost the size of the polymer core because the hydrophilic 
parts collapse in the dried state and form only a thin layer around 
the core). The difference in the determined diameter can be quite 
large up to some 50 nm and corresponds to the hydrodynamic layer 
thickness (cf. stabilization of particles discussed below). On the 
other hand, particle size is not a discrete variable. Thus, the PSD 
can be described by a probability density function rS. It can also be 
partially described by its representative moments and functions of 
its moments, including average particle sizes, standard deviation, 
dispersity, etc. In general, the n-th moment of a particle size 
distribution can be expressed as 

• m 
n n nM s( ) = E s( ) = Ú s rS ( )s ds ª Â s p s( < s £ s ) (2.101)n i i-1 i 

0 
i=1 

where s represents a measure of particle size. For spherical particles, 
s can represent either the radius or the diameter of the particle. For 
non-spherical particles, the particle size can be expressed as the 
radius or diameter of an equivalent spherical particle of the same 
volume, of the same surface area, or of the same mass; as the radius 
or the diameter of gyration of the particle; as the largest distance 
between two points at the surface of the particle; etc. Equation 2.101 
also shows that the continuous size distribution can be approximated 
using a discretization method [74], involving division of the range of 
particle sizes in m discrete particle size intervals, where the class 
mark of the i-th interval is given by si , and p s( i-1 < £s si ) is the 
relative frequency of particles found in such interval. 

It is also possible to define different average values of the PSD. 
For example, the number-average particle size D1 (corresponding to 
the first moment of the particle size distribution) will be 

D = M1 s = E s = Ú s s ds ª Â ( s si (2.102)1 ( ) ( )  
•

( )  
m 

s p si - < £ )rS i 1 
0 

i=1 

In general, it is possible to define different average sizes of the 
particle using the following expression: 

m 
• j

j s s sp s  < £  
M s E s j s r ( )s ds Â i ( i-1 i )

Sj ( )  ( ) Ú0 i=1D = = = ª j j-1 • mM j-1 ( )s E s( ) j-1 -1j s sÚ0 
s rS ( )s ds Â si p s( i-1 < £  i ) 

i=1 
(2.103) 
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136 Mechanisms of Heterophase Polymerization

Particularly, D3 is denoted as the surface-average particle size (or 
surface mean size), and D4 is the volume-average particle size (or 
volume mean size). Similarly, D2 would correspond to a perimeter-
average particle size. It is also common to find a Z-average particle 
size approximately corresponding to D6. 

The standard deviation in particle size sS, describing the 
broadness of the distribution, can be determined as 

2 2sS = M s( )-M s( ) = D D -D (2.104)2 1 2 1 1 

Another concept describing broadness is the particle size 
dispersity (DS). The term dispersity was previously used to describe 
CLD and MMD of polymers. However, for particle size distributions, 
a preferred definition of dispersity is 

2Ê s ˆ 
SDS, j = + Á ˜ (2.105)1 

Ë Dj ¯ 
where DS,j represents the dispersity of the particle size distribution 
with respect to the j-th average particle size (D6, for example [75]). 

The size distribution of the particles in heterophase polymeri-
zation is influenced by particle formation (Section 2.1), molecular 
transfer (Section 2.2), and polymerization (Section 2.3), but also by 
particle aggregation and breakage. Chung-li et al. [76] found that the 
rate of swelling of polymer particles was too slow to account for the 
rate of particle growth, and that aggregation played an important 
role in particle growth. There are two types of aggregation of poly-
mer particles: coagulation and coalescence. During coagulation, the 
total surface of the particles remains almost constant, whereas dur-
ing coalescence, the total particle surface significantly decreases as 
a result of the migration of the chains trying to minimize the free 
energy of the system (minimizing repulsive forces at the polymer/ 
continuous phase interface). However, coagulation can be consid-
ered the first step in the coalescence process because it brings the 
particle close enough for further action, and for that reason, it will 
be the main focus of this section. 

Despite this restriction, important differences between 
coagulation and coalescence should be briefly discussed. First, 
coagulation is mainly an issue connected with the colloidal instability 
of the particles, but coalescence is not. Second, coagulation leads 
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finally to non-spherical objects, but coalescence again to spherical 
objects. Coalescence is observed in emulsions and during emulsion 
polymerization of monomers with high tendency to chain transfer to 
monomer. It was experimentally shown that the particle coalescence 
during the emulsion polymerization of vinyl chloride is connected 
with the polymerization reaction. Terminating the polymerization 
by the addition of radical scavengers stops the decrease in the 
particle number as long as the scavenger is used up [77, 78]. A 
model for particle coalescence was developed assuming that radical 
desorption is the crucial step (reaction-induced coalescence) and 
successfully applied for modeling batch and continuous emulsion 
polymerization [79, 80]. 

Coagulation depends on the forces acting between different 
particles. When the repulsive potential between particles is 
stronger than the kinetic energy of their collision, the particles are 
stable and do not coagulate; if the repulsive forces are weak, then 
particle aggregation (coagulation or flocculation) may take place. 
Flocculation can be regarded as a reversible (or weak) aggregation 
process, whereas coagulation is irreversible (strong aggregation). 

Unless very strong mechanical forces or very weak internal 
cohesive forces (e.g., flocculation) are present in the heterophase 
polymerization system, the breakage of polymer particles can 
usually be neglected. 

The nature of the interparticle forces responsible for the 
stabilization, and also destabilization, of the colloidal particles can 
be classified into electrostatic, steric, and electrosteric. 

Deryaguin–Landau–Verwey–Overbeek theory: Mathematical model 
describing the interaction forces between two particles based on the 
consideration of 
∑ Their van der Waals attraction, 
∑ The electrostatic interaction of their charged layers. 

The theory of electrostatic stabilization of particles is called 
the Deryaguin–Landau–Verwey–Overbeek (DLVO) theory [81] 
after the scientists who developed it. The DLVO theory relies on the 
consideration of both electrostatic forces and van der Waals forces. 
The principle of electrostatic stabilization is the presence of a net 



https://www.twirpx.org & http://chemistry-chemists.com

Mechanisms of Heterophase Polymerization

Adsorbed charge layer

Stern layer

Diffuse layer

Bulk

138 

electric charge at the surface of the particles dispersed in a polar 
medium (Fig. 2.15). Around these charges, a well-defined layer (Stern 
layer) of ions of opposite sign to that of the surface ions (counter 
ions) is formed. In addition, as a result of electrostatic interactions 
and thermal motion of the molecules, a non-uniform diffuse second 
layer develops around the particles, which is composed mainly 
of counter ions, but may contain also ions of the same sign as the 
surface (co-ions). This layer, called the diffuse electrical layer, can be 
described mathematically by the Poisson–Boltzmann equation [82]. 

Adsorbed charge layer 

Stern layer 

Diffuse layer 

Bulk 

Adsorbed ions and co-ions 

Counter-ions 

Figure 2.15 Ionic layers around a polymer particle dispersed in a polar 
continuous phase.

 The theory of electrical double layers at interfaces is also called 
the Gouy–Chapman theory [83]. When two different particles 
electrically charged at their surfaces with ions of the same sign 
approach each other, they will experience a net repulsion force as 
a result of the interaction between the ions located at their diffuse 
layers. If the net interaction potential between the particles is 
repulsive and larger than the kinetic energy of the collision, they will 
not approach each other close enough to coagulate. 



https://www.twirpx.org & http://chemistry-chemists.com

 

  

 

  

  

Particle Dynamics 139 

Gouy–Chapman theory: This theory considers that the second layer 
around a surface is diffusive, with its electrical potential (given by 
Poisson’s equation) decreasing exponentially (given by a Boltzmann-
type distribution). 

The electrostatic stability of a dispersion depends not only on the 
magnitude of the electrical charge surface density of the particles but 
also on the dielectric properties of the medium, on its ionic strength, 
on the valence of the ions in the double layer, on the size of the 
particles, and on the temperature of the system (only slightly). The 
total interaction potential between two spherical particles charged 
by a single type of ions at the surface can be determined using the 
DLVO equation: 

232pk Td r g Ad 
DLVO B p • py ( )r = exp(-kr ) - (2.106)

2k 12r 

where r• is the number density of ions in the bulk continuous phase, 
dp is the diameter of the spheres, A is the Hamaker constant, r is 
the minimum distance between the surface of the particles, k is the 
reciprocal of the Debye length, given by 

Hamaker constant: Represents a measure of the intensity of the van 
der Waals interaction between two bodies. 

Debye length: Characteristic thickness of the diffuse layer, 
corresponding to the distance from the surface over which electric 
field screening, caused by mobile ions, takes place. 

k 
r 
ee 

= •e z  
k T  

2 2  

0 B  
(2.107) 

and g  is obtained from the Gouy–Chapman theory as 

Ê zey ˆ
0g = tanh (2.108)

ËÁ ˜4k T  ̄ B 

where z is the valence of the ions at the surface, e is the charge of 
the electron, e is the relative permittivity, e0 is the permittivity of 
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vacuum, and y0 is the electrostatic potential at the surface of the 
spheres. 

The ionic strength has a strong influence on the Debye screening 
length, which determines at which distance a particle recognizes a 
second particle in its neighborhood. At low ionic strength, the Debye 
screening length is large and causes a crystal-like arrangement of 
electrostatically stabilized monodisperse colloids, including polymer 
particles (cf. Ref. [84] and references therein) and polyelectrolytes 
[85]. 

Entropic repulsion 

Flow of monomer to the zone of lower concentration 

Figure 2.16 Principles of steric stabilization. 

Electrically stabilized colloidal dispersions are very sensitive 
to the addition of electrolytes. If the concentration of ions in the 
solution increases, the thickness of the diffuse layer (Debye length) 
decreases as a result of both entropic and electrical screening 
effects, leading to a reduction in the repulsive potential. On the 
other hand, particles dispersed in organic media (low dielectric 
constant) cannot be electrically stabilized because the electrostatic 
forces become extremely short ranged. In these cases, steric 
stabilization is recommended. Steric stabilization is imparted by 
nonionic amphiphilic molecules (usually polymeric molecules). 
The lyophobic moiety of the amphiphiles will adsorb on the surface 
of polymer particles, while its lyophilic moiety will be extended 
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in the continuous phase. When two sterically stabilized particles 
approach each other, the concentration of the lyophilic segments 
of the amphiphile in the continuous phase between the particles 
begins to increase and the concentration of solvent decreases. The 
difference in local solvent concentration around the particles results 
in an increase in the osmotic pressure and a net flow of solvent 
toward the interaction zone (Fig. 2.16) due to the tendency to 
equilibrate the chemical potential. At the same time, the increased 
concentration of the polymer segments leads to a reduction in the 
configurational entropy of the chains causing repulsion between the 
particles. Both effects (osmotic and entropic) restore the chemical 
potential equilibrium by separating the particles. The efficiency of 
steric stabilization relies on the solubility of the lyophilic moiety 
of the stabilizer in the continuous phase. Since the solubility is 
temperature dependent, sterically stabilized colloidal dispersions 
are very sensitive to the temperature of the system. 

The third type of stabilization, electrosteric stabilization, is 
the combination of the two previous mechanisms. In this case, the 
colloidal particles can be made stable to the presence of electrolytes 
thanks to the steric repulsion and to changes in temperature thanks 
to the electrostatic interaction. Electrosteric stabilization can be 
achieved simply by using a mixture of stabilizers (one electrostatic 
and one steric), or by using only one single type of stabilizer, such 
as polyelectrolytes. In particular, polyelectrolytes grafted to the 
polymer particles offer an extraordinary stability to colloidal 
objects in the presence of electrolytes [86]. The reason is that the 
polyelectrolyte chains are stretched away from the particle surface 
due to the osmotic force, which is balanced by the elastic force of 
the chain; if the polyelectrolyte chain is longer than the radius of 
particles, their thickness scales with the power 1/5 inversely with 
the added salt. The polyelectrolyte brush collapses only at high salt 
concentrations causing flocculation of the colloid. This prediction by 
Pincus [86] was experimentally proven [87]. 

Polyelectrolyte: Polymer containing an electrolyte group as a 
repeating unit of its chain. In aqueous solution, they are electrically 
conductive as a result of electrolyte dissociation. 
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If the repulsion potentials between the particles had been infinite, 
the particles would be stable forever. However, since the repulsion 
potentials are finite, there is always the probability of particle 
aggregation depending on the thermal fluctuations of the system. 
The rate of particle coagulation will be a function of the frequency 
at which the particles encounter each other and of the probability of 
coagulation at each collision. In the absence of a repulsive potential, 
the particles aggregate at the same rate at which they encounter 
by diffusion through the continuous phase. This rate is called the 
Brownian collision rate, or the Smoluchowski fast coagulation 
rate [88]: 

8k TNB pfast r = 8pD d N  = (2.109)coag p p  p 
3h 

where Dp is the diffusion coefficient of the particles, dp is the diameter 
of the particles, Np is the concentration of particles per unit volume 
of dispersion, and h is the viscosity of the continuous phase. In the 
absence of stabilizer, coagulation proceeds very rapidly even in fairly 
dilute dispersions. 

In the presence of a net repulsion potential or energy barrier, slow 
coagulation takes place at a rate depending on the magnitude of the 
barrier. In general, the rate of slow coagulation can be expressed as: 

fast r Ê y ˆslow coag fast rr coag = ª r coag expÁ - ˜ (2.110)
W Ë k T ¯ B 

where W is the Fuchs stability ratio, and yr is the net repulsion 
energy barrier. 

Given that in the absence of particle formation and breakage, 
dN p slow = -r N (2.111)coag pdt 

the temporal development of the number of particles after nucleation 
in the dispersion can be obtained from 

N0N t( )= (2.112)p 8k TN 
1+ B 0 t 

3hW 

The general expression for the dynamics of the number of 
particles in the system will be 

dN p N dVp2 d= r - k N + k N - (2.113)form coag p  break pdt Vd dt 
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where rform is the rate of particle formation per unit volume of 
dispersion, kcoag is the rate coefficient of biparticle coagulation 
(which depends on temperature, diffusivity of polymer particles, 
particle size, and energy barrier), kbreak is the rate coefficient of 
particle breakage (which depends on mechanical energy input 
and intraparticle cohesive forces, and also includes the average 
number of particle fragments released per breakage event), Vd is 
the total volume of the dispersion, and the last term in the right-
hand side of Eq. 2.113 represents a dilution effect for non-batch 
polymerization systems. If multi-particle coagulation events are also 
considered, the second term in the right hand of Eq. 2.113 must be 
corrected accordingly, including higher-order effects of the particle 
concentration. 

N
/N

 
0 

0.2 

0.4 

0.6 

0.8 

1.0 

BD simulation - Fast aggregation results 
BD simulation - Slow aggregation results 
Smoluchowski's fast aggregation rate 
Slow aggregation - Best fit 

0.0 
0.0  2.0e+5 4.0e+5 6.0e+5 8.0e+5 1.0e+6 1.2e+6 1.4e+6 1.6e+6 1.8e+6 

Time (ns) 

Figure 2.17 Kinetics of particle aggregation. 

Smoluchowski’s rate of coagulation assumes that particles are 
highly diluted in the system. As the number concentration increases, 
the rate of coagulation is expected to depend also on multi-particle 
collisions, increasing the influence of the particle concentration on 
the rate of coagulation. 
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The mechanism of particle aggregation is basically the same as that 
of molecular capture or molecular absorption: the collision between 
two different entities after they diffuse toward each other following 
random-walk trajectories. For that reason, BD can be used for the 
simulation of fast and slow particle aggregation. Rzepiela et al. [26] 
used BD to simulate the aggregation of colloid particles and found 
that for concentrated systems, the fast coagulation rate is even faster 
than predicted by Eq. 2.105, in agreement with the results obtained 
for molecular capture [24]. It is possible to include interaction 
forces, either by solving the Langevin equation for Brownian motion 
considering the interaction force term or by assuming activation 
energies for aggregation equal to the interaction potential energy 
between the particles. A very important consideration during the 
simulation of particle aggregation is that the particles form clusters 
as they aggregate. The new entity, the cluster of particles, will behave 
as a single, larger Brownian entity. Therefore, instead of simulating 
the Brownian motion of each particle independently, all the particles 
in the cluster will follow the same trajectory and will have the same 
velocity. 

In the following example, BD is used to simulate the fast and 
slow aggregation of colloid particles in polymer dispersions 
(Fig. 2.17). The conditions considered are summarized in Table 2.2. 
Fast particle aggregation is obtained by neglecting both electrostatic 
and van der Waals interaction potentials. 

Table 2.2 Simulation conditions for the simulation of aggregation of initially 
monodisperse particles 

Parameter Value 

Temperature 80°C 
Initial particle diameter 50 nm 
Initial particle number concentration 1020 part/m3 

Particle density 1.06 g/cm3 

Water viscosity 3.55 ¥ 10–4 Pa·s 
Surface potential of the particles 10 mV 
Average valence at the surface 3 
Ionic concentration 0.01 M 
Hamaker constant 0.58 ¥ 10–21 J 
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Figure 2.18  Evolution of particle aggregation. Color intensity indicates the 
relative z-position of the particles.
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Fast particle aggregation results obtained using BD simulations 
are in good agreement with Smoluchowski fast coagulation equation 
(Eq. 2.109), especially at the beginning of the simulation. Since the 
example considered a diluted polymer particle dispersion (0.65% 
solids), significant deviations from Eq. 2.109 were not expected. On 
the other hand, slow aggregation was simulated considering both 
electrostatic and van der Waals interactions. The surface potential 
considered for the particles corresponds to a repulsive electrostatic 
energy of 4.8 ¥ 10–21 J, while the van der Waals interaction (Hamaker 
constant) corresponds to 5.8 ¥ 10–22 J. The results obtained by 
simulation were fitted to Eq. 2.110, and a value of W = 1.784 was 
obtained, corresponding to a net repulsion energy of yr = 2.82 ¥ 
10–21 J. An example of the time evolution of the system during 
particle aggregation for a representative volume of 6.4 ¥ 10–17 L is 
presented in Fig. 2.18. In this figure, it is possible to observe the for-
mation and growth of clusters of particles as a result of the aggrega-
tion of particles. 
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Chapter 3 

Multiscale Modeling of Heterophase 
Polymerization 

Heterophase polymerization is a dynamic process in which many 
different simultaneous and sometimes competitive chemical and 
physical events occur at very different time and length scales. The 
events taking place in heterophase polymerization processes may 
occur at rates ranging between 100 and 1018 s–1 and involving entities 
of very different length scales, such as atoms, ions, and molecules 
(<1 nm); macromolecules (1–10 nm); and polymer particles and 
monomer droplets (10 nm to 10 mm). The multiscale nature of 
heterophase polymerization can be appreciated in Fig. 3.1, where at 
least seven relevant different length scales can be identified, which 
will be described in further detail in this chapter. 

In heterophase polymerization, there is always a continuous 
phase that contains dissolved molecules and/or macromolecules 
and also contains all dispersed phases. The dispersed phases are 
present in a wide range of sizes, from nanometer-scale molecular 
aggregates (e.g., precipitated polymers, amphiphilic aggregates, etc.) 
to millimeter-sized monomer droplets and polymer particles. All 
these dispersed phases can be considered clusters or aggregates of 
molecules (and macromolecules), and all of them are correspondingly 
subjected to the processes of diffusive and convective motion, 
aggregation (including absorption), and dissociation (including 
desorption). 

Heterophase Polymerization: Basic Concepts and Principles 
Hugo Hernandez and Klaus Tauer 
Copyright © 2021 Jenny Stanford Publishing Pte. Ltd. 
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Figure 3.1 Multiscale representation of heterophase polymerization. 

In previous chapters, it was shown how the main factors 
determining the motion, dissociation, and aggregation of clusters 
and individual molecules are the magnitude and direction of 
intermolecular forces acting between neighboring molecules. 
Because of this, it would be possible to get a complete picture of 
heterophase polymerization just by simulating the dynamics of the 
molecules in the system (i.e., by molecular dynamics simulation); 
however, the computational requirement of performing a simulation 
for reasonable time and length scales is extremely high and at 
present, such a task is practically not viable. Much larger time and 
length scales can be reached using Brownian dynamics as it was 
exemplified in previous chapters for many different processes 
taking place in heterophase polymerization. However, these 
methods are not enough to simulate processes at an industrial scale. 
For these purposes, mesoscopic and/or macroscopic methods, such 
as stochastic kinetic Monte Carlo (kMC) or deterministic numerical 
integration of differential equations, can be used. Although 
deterministic methods offer fast estimations of average values, 
stochastic methods can handle the variability of the process. 

Molecular dynamics simulation: Computational method used 
to simulate the motion of atoms and/or molecules in space, using 
Newton’s equations of motion. 
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In general, polymer systems are difficult to simulate because of 
the wide spectrum of time and length scales characterizing their 
dynamics and structure. In mathematical terms, such systems are 
considered stiff. If the scale of the simulation is increased in order 
to observe slower dynamics, the fast dynamics at lower scales 
must be either neglected or approximated. Depending on the type 
of approximation and its accuracy, the results obtained in the 
simulation can or cannot represent the real process. In this sense, a 
suitable multiscale simulation algorithm capable of simultaneously 
considering all relevant dynamics would be desirable. 

Multiscale simulation: Computational strategy used to simulate a 
physical system at different scales or levels of information. 

Multiscale simulation can be defined as the enabling technology 
of science and engineering that links phenomena, models, and 
information between various scales of complex systems [1]. A 
very important aspect of multiscale modeling is the processing 
and exchange of information between the different scales. Linking 
widely different scales (such as those presented in Fig. 3.1) is done 
following different modeling strategies: the parallel or concurrent, 
the serial or sequential, and the adaptive resolution strategy 
[2, 3]. In the parallel approach, different-scale techniques are 
implemented simultaneously in the same computational domain, 
that is, calculations at each scale are performed concurrently during 
the same simulation. In the serial approach, lower-scale models 
require information about the state of the system (e.g., temperature, 
velocity, composition, etc.), which is determined after simulating a 
higher scale, while at the same time the upper-scale model requires 
parametric and structural information of the system (e.g., diffusion 
coefficients, molecular mass distributions, particle size distributions 
(PSD), etc.) obtained from simulations at the lower scale. Therefore, 
top-down and bottom-up information exchange procedures must 
be clearly defined [3–5]. In the top-down procedure, a suitable 
grid decomposition method based on the distribution of states of 
the corresponding system scale must be used, while in the bottom-
up procedure, the integration of the lower-scale results must 
be performed. The challenge is the seamless coupling between 
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the various models while meeting conservation laws, numerical 
convergence, and stability. 

Some of the most important simulation methods relevant to 
heterophase polymerization include molecular dynamics (MD) 
simulation, Brownian dynamics (BD) simulation, dissipative particle 
dynamics (DPD), kMC simulation, quantum mechanics (QM), Monte 
Carlo (MC) simulation, Lattice–Boltzmann (LB), coarse-grained (CG) 
simulation, and finite element methods (FEMs). Properly executed 
computer simulations can provide the solution to any well-defined 
problem; thus, they can be used to test the validity and accuracy 
of analytic theories. Of course, the correctness of the simulation 
results depends on the use of the correct values of the simulation 
parameters, which can only be established by comparison with real 
experiments. 

The modeling of each scale in heterophase polymerization will be 
considered in detail in the following sections, considering a bottom-
up approach, i.e., starting with the atomistic scale and finishing with 
the macroscopic scale. A graphical representation of the different 
time and length scales (approximately) considered at each scale is 
presented in Fig. 3.2. Finally, an overview of multiscale integration 
will be discussed in Section 3.8. 

Time

1 fs 

1 year 
Time 

1 day 

1 h 

1 s 

1 min 

1 ps 

1 ns 

1 ms 

1 Å 1 nm 1 mm 1 mm 1 cm 1 m Length 

Figure 3.2 Superposition of relevant scales for heterophase polymerization. 
Characteristic time and length scales are included. 
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3.1 Atomistic Scale 

Many macroscopic phenomena originate from elementary 
processes that take place in the atoms. The atomistic scale considers 
the internal dynamics of atoms, i.e., the behavior of matter at a 
subatomic scale. Table 3.1 shows the properties of the most relevant 
subatomic particles, considered in polymerization processes. The 
knowledge of the forces between subatomic particles should, in 
principle, be sufficient to determine the behavior of matter at all 
scales. The corresponding space and time scales considered are 
in the order of 10–15 m to 10–10 m (corresponding to the range of 
sizes from the nucleus to the electronic cloud around a single atom) 
and 10–18 s to 10–15 s (from the relaxation time of an electron to the 
vibration period of a molecular bond). At this scale, the governing 
equation describing the interaction between subatomic particles is 
the Schrödinger equation (Eq. 3.1). It is worth noticing that the 
Schrödinger equation is a fundamental equation, which does not 
involve any empirical parameter but only fundamental constants 
such as the mass and charge of the electron, and Planck constant. The 
more general time-dependent Schrödinger equation is expressed as 
follows: 

∂ ° i˜ Y( )t = HY( )t (3.1)
∂t 

where Y(t) is the wavefunction of the system, (|Y2| describes the 
probability of finding a particle in space), H  is the Hamiltonian 

operator (representing the total energy of the system, as a function 
of its wavefunction),  is the reduced Planck constant (1.055 ¥ 10–34 

J·s), i is the unit imaginary number (÷-1), t is time, and ∂/∂t is the 
partial derivative with respect to time. 

Table 3.1 Relevant subatomic particles and their properties 

Subatomic particle Particle type Mass (g) Charge (C) 

Electron Lepton 9.107 ¥ 10–28 –1.602 ¥ 10–19 

Proton Baryon 1.6725 ¥ 10–24 +1.602 ¥ 10–19 

Neutron Baryon 1.6725 ¥ 10–24 0 

At stationary states of the system, the Schrödinger equation can 
be simplified into its time-independent form: 
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EY = HY (3.2) 

where E is the energy of the wavefunction at the stationary state. 
Even though Eq. 3.1 and Eq. 3.2 are relatively simple expressions, 

due to the analytical complexity of the wavefunction (Y), exact 
analytical solutions to the Schrödinger equation are only possible 
for just a few cases, the most notable one being the Hydrogen atom 
[6]. On the other hand, the numerical solution to the Schrödinger 
equation for a particular system becomes difficult as the size of the 
system increases, because one equation is needed for each electron 
or nucleus (conformed by protons and neutrons) present in the 
system. In addition, for larger systems, the range of characteristic 
energies considered is wider, leading to larger numerical errors. 
Thus, the numerical solution to the Schrödinger equation is usually 
restricted by computational capability to just individual atoms or 
very small molecules. For these reasons, some strategies have been 
proposed for efficiently solving the Schrödinger equation in larger 
systems, including the Born–Oppenheimer (BO) [7] and the Hartree– 
Fock (HF) [8] approximations. 

The BO approximation is based on the fact that the mass of 
nuclei is three orders of magnitude larger than the mass of electrons, 
and since their momenta is in the same order of magnitude, the 
velocities of the nuclei are negligible compared to the velocities of 
the electrons. Thus, the BO approximation assumes that all nuclei 
are stationary (classical point-like particles with zero kinetic 
energy) and calculates the energy of the system for this electronic 
ground-state configuration. The BO approximation is the basis of 
the concept of potential surface energy from which the geometry of 
chemical structures is extracted [9]. 

Electronic ground state: State of lowest energy of the electrons in the 
system. 

The solution to the problem after the BO approximation is still 
difficult because the electrons are correlated as a result of inter-
electronic interactions. In the HF approximation, the wavefunction 
of the system is assumed to be the sum of separable basis functions, 
representing each electron. Since the exact function representing 
each electron is not known, a set of basis functions is assumed, 
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and the total energy of the system is determined. Then, by means 
of an iterative process, the set of basis functions is modified until a 
minimum value for the ground-state energy is found, which would 
be the best approximation to the exact ground-state energy of the 
system. The basis functions are usually based either on Slater-type 
orbitals (STO), which are radial functions containing a long-range 
exponential decay contribution term (Eq. 3.3), or on Gaussian-type 
orbitals (GTO), which contains a Gaussian distribution term (Eq. 
3.4). 

n-1 -arR r( )= Ar e (3.3) 
n-1 -arR r( )= Ar e 

2 
(3.4) 

where R(r) describes the radial orbital function, r is the distance 
of the electron to the nucleus, A is a normalization constant, n is a 
natural number, and a is a constant related to the effective charge of 
the nucleus. 

Methods using the direct solution to the Schrödinger equation or 
any of the previous approximations (BO or HF) are usually denoted 
as ab initio methods, as they do not require any empirical parameter, 
but only the first principles of quantum mechanics and fundamental 
physical constants. Due to computational limitations, ab initio 
methods are suitable only for systems of up to thousands of atoms 
during up to just a few picoseconds (10–12 s) of simulation. 

Some additional approximations allow the simulation of larger 
systems, but at the price of reduced accuracy in the calculations. 
These methods are usually known as parameterized methods since 
they incorporate experimental parameters, such as atom sizes, 
bond lengths, bond angles, and torsion angles. The parameterized 
methods can be either semi-empirical or empirical. The semi-
empirical methods include the free-electron molecular orbital (MO) 
method, the Pariser–Parr–Pople (PPP) MO method, the Hückel MO 
method, and the extended Hückel method [10]. Empirical methods 
only consider the nuclei, completely neglecting the electrons in the 
atoms, and thus, they belong to the next scale: the molecular scale. 

An additional method at the atomistic scale is the density functional 
theory (DFT) method, where the wavefunction of the system is not 
calculated directly, but instead the electronic probability density (r) 
for the system is determined and then the electronic energy of the 
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system is calculated as a function of r, according to the Hohenberg– 
Kohn theorems [11] and the Kohn–Sham (KS) approximation [12]. 

Atomistic modeling is useful for determining fundamental 
properties of molecular species such as their electronic structures, 
which are useful for determining the kinetics and thermodynamics 
of chemical reactions, i.e., rate of reaction and equilibrium constants 
[13]. It is also used for determining the effect of the solvents 
on chemical reactions. It is particularly useful for investigating 
chemical reactions involving radicals, such as the free-radical 
polymerization reactions and reversible addition-fragmentation 
chain transfer (RAFT) polymerization [14–19]; although other types 
of polymerization reactions have also been considered [20–22]. For 
polymerization reactions in general, and for radical polymerization 
in particular, atomistic modeling allows the determination of 
copolymerization ratios and individual reaction rates for each 
molecular or macromolecular species [23–26]. 

3.2 Molecular Scale 

At the molecular scale, the behavior of subatomic particles, such 
as electrons or protons, is no longer relevant, but the interaction 
between individual atoms and/or molecules is considered as a 
whole. There are two main types of simulation methods at the 
molecular scale: (1) stochastic (Monte Carlo) and (2) deterministic 
(molecular dynamics). 

3.2.1 Monte Carlo Simulation 

The Monte Carlo (MC) simulation is a purely stochastic method, which 
generates random configurations of the system for determining 
the lowest energy configuration, and thus obtaining the most 
probable thermodynamic properties of the system. The different 
configurations of the system can be generated in a successive or 
a parallel way or using a combination of both. Parallel generation 
allows a fast identification of the low-energy configuration region, 
whereas successive generation allows a more precise identification 
of the minimum energy configuration of the system. In the 
successive generation approach, each new configuration of the 
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system is generated by randomly changing the position of individual 
atoms or molecules. The total energy of the new configuration 
(Unew) is determined as the sum of the potential interaction energy 
between all pairs of atoms or molecules. Notice that a prerequisite 
for performing reliable MC simulations lies in the determination 
of accurate intermolecular interaction potentials. The choice of 
the best interaction potential functions depends upon the system 
investigated and on the quality of the force fields available, such 
as MM2, MM3, and AMBER [27]. Particularly for polymer systems, 
different molecular force fields have been proposed, including 
CHARMM (Chemistry at HARvard Macromolecular Mechanics) [28], 
and PCFF (Polymer Consistent Force Field) [29–30]. However, other 
general force fields such as DREIDING [31], COMPASS [32], and OPLS 
[33] have also been used for modeling polymeric systems [34–37]. 

The energy of the new configuration is then compared with the 
energy of the previous configuration (Uold) in order to accept or reject 
the new configuration. A very common acceptance criterion, known 
as the importance sampling scheme or the Metropolis condition [38] 
is based on the Boltzmann factor (f) (Eq. 3.5). If a uniform random 
number generated between 0 and 1 is lower than the Boltzmann 
factor, then the new configuration is accepted; otherwise, the new 
configuration is rejected, and the previous configuration is retained 
for the next iteration. This procedure is used as a strategy to 
overcome local energy minima that may lead to erroneous results. 

Ê U -Uold ˆ 
new  -

ËÁ ˜k T  ¯ Bf e  (3.5)= 

For each configuration accepted during the previous procedure, 
the value of a certain thermodynamic property A is determined. 
Then, it is possible to determine the ensemble average as 

m 

A = 
1 ÂAi (3.6) 
m 

i=1 

where m is the total number of configurations considered. The 
total number of configurations required will depend on the 
thermodynamic property investigated, since some thermodynamic 
properties converge more rapidly than others. For example, heat 
capacities require in general a much larger ensemble sampling than 
internal energies [27]. 
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MC methods are in general less efficient than molecular 
dynamic techniques. Therefore, MC methods have been applied 
only to systems where they are more effective, such as liquids 
or systems in solution. MC methods have been employed for the 
investigation of polymerization mechanisms and kinetics [39–45], 
the determination of thermodynamic properties of polymers 
[46–49], for the description of interfacial phenomena in polymers 
[50–53], their structural and morphological properties [54–57], and 
in heterophase polymerization in general [58–65]. 

3.2.2 Molecular Dynamics Simulation 

Molecular dynamics (MD) simulation is a deterministic method used 
to follow the trajectories and velocities of an ensemble of atoms or 
molecules subjected to interatomic or intermolecular forces for 
a certain period of time. Although the atoms and molecules are 
composed of quantum subatomic particles, their motion can be 
satisfactorily described by classical Newton’s equations of motion. 
From this information, it is possible to determine static and dynamic 
properties of the system, such as thermodynamic properties and 
transport coefficients. 

The basic equations of motion employed are Newton’s first law 
(Eq. 3.7) and the definition of velocity (Eq. 3.8): 

dvi = 
1 ÂF (3.7)ijdt mi j iπ 

dxi = v (3.8)idt 

where vi is the velocity, mi is the mass and xi is the position of the 
i-th molecule, Fij is the interaction force between the i-th and j-th 
molecules, and t is the time. The interaction force is calculated as the 
negative gradient of the interaction potential (Eq. 1.1). Additional 
external or internal (mean field) forces can also be considered. 

In conventional MD simulations, a system containing a finite 
number of particles N (atoms and/or molecules) is placed within a 
usually cubic cell of fixed volume. A set of velocities, usually drawn 
from the Maxwell–Boltzmann distribution (Eq. 3.9) at a given 
temperature T, is also selected and assigned in such a way that the 
net molecular momentum is equal to zero. 
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2Ê mv ˆ 
-Á k ˜m 2k T

fMB vk =( )  e Ë B ¯ (3.9)
2pk TB 

fMB is the probability of finding a particle of mass m with a 
velocity vk in the k-th direction. 

The equations of motion are integrated numerically using very 
short time steps Dt (normally around 10–15 to 10–14 s). Larger time 
steps may lead to instability and erroneous results, whereas shorter 
time steps increase the computation time without improvements 
in accuracy. At each step, all the forces acting on each atom and/or 
molecule are calculated from the position-dependent interaction 
and external potentials and are used in Eq. 3.7 along with the current 
particle velocities to determine the new velocities one time step 
ahead. These new velocities are then used together with the current 
particle positions to determine the new positions one time step 
ahead (Eq. 3.8). These new positions and velocities are used again 
for determining the forces and iterating during the whole simulated 
time interval t (typically 10–11–10–10 s). 

The interaction between atoms and/or molecules can be 
modeled using different interaction potentials, such as the Lennard– 
Jones potential, the Buckingham potential, the Morse potential, 
or even relatively simple interaction potentials such as the hard-
disk potential, which present no interaction between particles as 
long as they are not colliding and an infinite repulsion potential 
when they are in contact or superposing. The interaction potential 
is responsible for the attraction of atoms or molecules causing 
clustering or aggregation, and also for the repulsion resulting in 
elastic collisions, phase separation, and many other phenomena. 

The trajectories obtained by MD simulation can be used to 
determine thermodynamic properties of the system, by averaging 
over the dynamic history of the system (by using Eq. 3.10). MD 
simulation, contrary to MC calculations, also allows the study of 
time-dependent phenomena. 

t /Dt 
1

A = Â A( )t j Dt (3.10)
t 

j=1 

Numerous algorithms have been proposed to numerically 
integrate the MD equations of motion [66]. The most popular is the 
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finite-difference method proposed by Verlet [67], which computes 
the position of the i-th particle (xi) and its velocity (vi), one time step 
ahead from the forces and positions at previous times:

	 x t t x t x t t

F t

m
ti i i

ij
j i

i

( ) ( ) ( )

( )

+ = - - + π
Â

D D D2 2 	 (3.11)

	 v t t
x t t x t t
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i i( )
( ) ( )

+ =
+ - -

D
D D

D2
	 (3.12)

	 The Verlet method (Eqs. 3.11 and 3.12) is easy to implement, 
is stable at sufficiently small time steps (10–15 s to 10–14 s), and is 
relatively fast. Other numerical integration methods of MD equations 
include the velocity Verlet [68], the Beeman [69], and the leapfrog 
[70] algorithms, derived from the Verlet scheme; and predictor–
corrector techniques such as the methods presented by Rahman 
[71] and Gear [72].
	 During the integration of Newton’s equations of motion, the 
energy is conserved. However, slow temperature drifts may occur as 
a result of the numerical integration and numerical truncations. The 
simplest method used to keep the system at a constant temperature 
Tref is rescaling the velocities at appropriate intervals by a factor of 

T T tref / ( ) , where T(t) is determined using Eq. 3.13.

	 T t
N

m v

k

i i
i

N

( )= =
Â1

3

2

1

B

	 (3.13)

	 MD simulations have rapidly emerged as a powerful tool to 
calculate structural and thermodynamic properties of complex 
liquids, molten salts, crystals, polymers, and proteins in solution 
[73]. Relevant applications of MD simulation in the field of polymers 
include
	 ∑	 Polymer thermodynamics [74–77]
	 ∑	 Phase transitions: Swelling [78], glass transition [79–80], 

crystallization [81], collapse [82], spinodal decomposition 
[83]

	 ∑	 Polymer fluid dynamics [84–89]
	 ∑	 Transport properties [90–93]
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	 ∑	 Vibrational spectra of macromolecules [94–95]
	 ∑	 Mass transfer in heterophase polymerization. The molecular 

approach also appears to be a very good alternative for the 
prediction of non-equilibrium monomer concentration inside 
polymer particles in emulsion polymerization [96].

	 Some nice reviews of the application of MD simulation to 
polymers are currently available [97–99].

3.3  Macromolecular Scale

Molecular modeling techniques are suitable for relatively small 
molecules, but as the size of the molecules increases, new difficulties 
and complexities arise. In general, macromolecular chains exhibit 
dynamics along a wide range of length and time scales. For example, 
the relevant length scales for a polymer chain include the length of 
single bonds (~10–10 m), the persistence length [100] (~10–9 m),  
and the coil radius (~10–8 m). On the other hand, the relevant time 
scales for a polymer include the vibration of internal bonds (~10–13 s)  
and the relaxation time of the polymer chain (~10–8–10–4 s) [97]. 
This means that a full MD simulation of a macromolecule requires 
the simulation of a cell containing ~1000 times more atoms on 
each side of the cell than for a small molecule, i.e., a system 109 
times larger. Using the same time step than for the small molecule, 
it requires making almost 1018 times more calculations, thus 
making the solution to this problem very difficult with conventional 
computational capabilities.

Persistence length: Characteristic length of a polymer below which 
the segment behaves as an elastic rod.

	 To solve this problem, it is necessary to abandon the chemical 
detail of single atoms and their bonds and introduce a coarse-grained 
model, which consists on the integration of various monomer units 
into one segment unit. Thus, a macromolecule will consist of just a 
few segment units, in the same way as a small molecule consists of just 
a few atoms (Fig. 3.3). Even though the definition of the segments is 
arbitrary, it is recommended to consider Kuhn’s effective segments 
[101, 102].

Macromolecular Scale
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Kuhn segment: Independent statistical chain element of the polymer 
whose internal dynamics is fast enough to achieve a relaxed state 
compared to the whole polymer. 

Figure 3.3 Coarse-grained segments of a macromolecular chain (circles). 

There are many ways to build coarse-grained models of polymer 
systems. They can be classified into two general categories: lattice 
and off-lattice models. In lattice models, the simulation space 
is represented by a lattice (usually a regular lattice), where the 
segments of the polymer can only be positioned at the nodes 
(Fig. 3.4), and the connected segments must always be at neighboring 
nodes. The segments are allowed to move to adjacent nodes, taking 
into account that the polymer cannot cross itself at any point (self-
avoiding walk). 

In off-lattice models, each segment can be positioned anywhere in 
space, as long as the bond distance between segments is conserved. 
Some types of off-lattice coarse-graining models include the freely 
joint chain, the pearl necklace model, and the bead-spring (Rouse) 
model [103] among others (Fig. 3.5). 

The interaction between segments can also be modeled in 
different ways. The simplest way is to keep constant bond lengths, 
changing only the rotation angle of the bonds. More realistic models 
include the Lennard–Jones potential (Eq. 1.11), the harmonic bond 
potential (Eq. 3.14), and the finite extensible nonlinear elastic 
(FENE) bond potential (Eq. 3.15). 
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2Ôk l l l- < l lÏ ( )  <0 min max V l( )  = Ì (3.14)H 
Ô • £l l  l lŸ ≥Ó min max 

2Ï 2 È ˘kl Ê l ˆ 
maxÔ ln Í1 Á ˜ ˙ l l  max - - <

 V l( )  = 2 Í Ë l ¯ ˙  (3.15)FENE Ì maxÎ ˚Ô 
Ô l l• ≥Ó max 

VH(l) is the harmonic bond potential, VFENE(l) is the FENE bond 
potential, l is the bond length between segments, lmin is the minimum 
bond length, lmax is the maximum bond length, l0 is the equilibrium 
bond length (lmin < l0 < lmax), and k is an interaction parameter. 

Figure 3.4 Two-dimensional lattice coarse-graining of a macromolecular 
chain.

 The field of computer simulation at the macromolecular scale 
is a very active area of research [104–108]. Some applications 
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include large-scale simulations of polymer networks [109–111], 
determination of structural properties of polymers [112], polymer 
solutions and polyelectrolytes [113–115], polymer brushes [116–
117], block copolymer mesophase ordering [118], etc.

Segment motion

Figure 3.5  Bead-spring off-lattice coarse-graining of a macromolecular chain.

3.4  Supramolecular and Colloidal Scale

The close interaction of molecules and macromolecules gives 
rise to a higher scale involving both supramolecular and colloidal 
phenomena. Supramolecularity is a property of basically all 
molecules present in a molecular neighborhood [119]. The idea of 
supramolecular chemistry was first proposed by Jean-Marie Lehn 
[120] for describing intermolecular forces involved in molecular 
recognition processes, chemistry of receptors, and catalysis. The 
original intended difference between the general intermolecular 
interactions proposed by Johannes van der Waals [121] and 
supramolecular interactions is the geometrical characteristic of the 
latter. In other words, general intermolecular interactions occur 
in all directions, whereas supramolecular interactions only occur 
in specific directions. The concept of supramolecular interaction 
has evolved to consider in general any non-covalent interaction 
between molecules [122]. Thus, it can be stated that as a result of 
intermolecular/supramolecular interactions, molecular aggregates 
are formed.
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Supramolecularity: Presence of reversible non-covalent 
extramolecular interactions and associations between chemical 
compounds. 

Molecular aggregates represent very important entities in 
heterophase polymerization. First of all, polymer particles are 
aggregates of macromolecules and other small molecules. Thus, in 
principle, they are molecular aggregates bonded by non-covalent 
intermolecular interactions between the (macro-)molecules in the 
particle. Amphiphilic molecules, usually employed for stabilizing the 
particles, may also aggregate forming self-assembled micelles [123]. 

Molecular aggregation (such as during nucleation processes 
within the frame of classical nucleation theory) can be modeled 
considering the following general step-wise process: 

k+ 

As 1 + A ¤ 
s 

As (3.16)- 1 -ks 

where A1 represents an individual aggregatable molecule, As–1 is a 
–molecular aggregate containing s – 1 molecules, and ks 

+ and ks  are 
rate coefficients of aggregation/disaggregation for an aggregate 
of s molecules. This step-wise model considers that molecular 
aggregates gain or lose only one molecule at a time. Of course, 
molecular aggregates can combine or split in groups of molecules, 
but this case will be considered later. Representative examples of 
the step-wise aggregation model include surfactant micellization 
[124], and isodesmic supramolecular polymerization proceeding 
exclusively by monomer association and dissociation events [125]. 

For this model, the rate of aggregation into a molecular aggregate 
of size s is 

d AÈÎ ˘̊s = J - J (3.17)s-1 sdt 
where 

+ -J = k A  A˘̊ ÈÎ ÈÎ (3.18)ÈÎ ˘̊ - k A ˘̊s-1 s 1 s-1 s s 

Js–1 is the flux of aggregates from size s – 1 to size s in the space 
of cluster sizes (the net number of aggregates of size s – 1 absorbing 
one additional molecule per unit time), and [As] is the concentration 
of molecular aggregates of size s. In this approach, the aggregation 
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(or disaggregation) process involves the transfer of an individual 
molecule from (or to) the continuous phase. 

The thermodynamic formulation of the aggregation process 
completely neglects dynamics and considers that the system reaches 
equilibrium when the Gibbs free energy is at its minimum [126]. 

È
Î

˘
˚ 

0 0 (3.19)k T  XB k T  XB+ +ln lnm = ms 1 

0where ms  is the standard chemical potential of a molecular 
aggregate of size s (assuming all molecules identical), and Xs is the 
mole fraction of these aggregates in the solution. As it can be seen 
in Eq. 3.19, the transfer of individual molecules toward molecular 
aggregates is driven by the differences in chemical potential between 
the aggregates and the individual molecules. Implementation of 
this model requires a very precise determination of the chemical 
potentials [127]. 

In addition, molecular aggregation kinetics has also been 
modeled using classical or modern nucleation theories [128, 129]. 
This can be explained by the fact that nucleation can be considered 
as spontaneous aggregation of individual entities (atoms, molecules, 
or ions), where only aggregates above a certain size are stable. At 
this critical size, the Gibbs free energy of the aggregate is maximal. 
Aggregates with sizes smaller than the critical size have a limited 
probability of growing because the free energy increases with each 
aggregation step. However, the growth of subcritical aggregates is 
favored by the presence of thermal fluctuations. When a molecular 
aggregate reaches its critical size, its growth becomes spontaneous 
because from that moment on, each further aggregation step leads 
to a decrease in the free energy. The flux of aggregates is assumed 
to be determined by the free energy of formation of an aggregate 
according to the Boltzmann’s distribution: 

1s s 

ÊÊ ˆÊ ˆˆÈÎAs+1 ̆̊  
ÈÎAs ˘̊ 

Á
Á
Á
Á
Á
Ë 

1- exp 

DÁ
Á
Á
Á
ÁË 

W + lns ˜ 
˜ 
˜ 
˜ 
˜
¯ 

Á
Ë

˜
˜
˜ 

˜
¯ 

Js = n
+ 
s ÈÎAs ˘̊ (3.20)

k TB ˜ 
˜̄ 

where ns 
+ is the number of molecules absorbed from the continuous 

phase by the aggregate of size s per unit of time, and DWs is the 
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difference in aggregation work between the aggregate of size s + 1 
and the aggregate of size s, which is defined by

	 Ws = ms – sm1	 (3.21)

	 ms is the chemical potential of the molecular aggregates of size s.
	 ns

+ is usually determined using Smoluchowski’s equation (Eq. 
2.13), which is basically the solution to Fick’s equation for the 
absorption of molecules by a molecular aggregate in infinite dilution.
	 Alternatively, MD simulation can also be used for investigating 
the molecular aggregation process [130]. This method requires 
defining all different interaction potentials present in the system. 
Although computationally demanding, this method also allows the 
description of the dynamics of molecular aggregation as well as of 
its equilibrium properties.
	 As it was previously anticipated, aggregation and dissociation 
may involve smaller aggregates or fragments, instead of individual 
molecules. Such general aggregation scheme is summarized as 
follows:

	 A A Ai j
k

k

i j
i j

i j

+ ¤
-

+

+
,

,

	 (3.22)

where ki j,
+ and ki j,

- represents the kinetic rate coefficients for 
aggregation/fragmentation of a molecular aggregate involving 
fragments of sizes i and j.
	 At equilibrium,

	 k K ki j i j i j, , ,
+ -= 	 (3.23)

where Ki, j is the equilibrium constant involving fragments of sizes i 
and j.
	 Mavelli [131] proposed a solution to this aggregation model 
using Gillespie’s stochastic simulation algorithm (SSA) [132], also 
known as kMC. The equilibrium constants were determined using 
the following expression:

	 K
ij

i j A

P i j

P i P ji j,
( )

=
+ [ ]

+( )
( ) ( ) 	 (3.24)

where

	 A i Ai
i

n

[ ] = ÈÎ ˘̊
=
Â
1

max

	 (3.25)

Supramolecular and Colloidal Scale
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is the total concentration of aggregatable molecules, nmax is the 
maximum aggregation number considered, and P(i) is a Boltzmann-
type probability distribution of aggregate sizes given by 

Ê Ei ˆ 
exp -Á ˜Ë k T ¯ BP i( )  = (3.26)

Ê E ˆj 
exp -Â j ËÁ k T ¯̃ 

B 

where 
2Ê i n- ˆ 

max Ei = iÁ ˜ E0 (3.27)
Ë n ¯ max 

Furthermore, the fragmentation rate coefficient was determined 
as follows: 

i j! !
ki j, = +(i j) k0 (3.28)

(i j  1 !+ - ) 

In this case, k0
– and E0 are parameters of the model. 

Fragmentation and fragment aggregation play an important role 
in peptide self-assembly, in supramolecular polymerization, and in 
other types of aggregation sensitive to mechanical agitation [125]. 

Also for heterophase polymerization, particle nucleation can be 
considered being the result of molecular aggregation [133, 134]. 
However, the situation is complicated as both the concentration and 
the physicochemical properties of the aggregating species change 
with time. Moreover, the presence of other segregated phases 
strongly influences the nucleation process due to interactions with 
the molecular aggregates. This interaction lowers the free energy of 
nucleation and thus increases the probability of particle formation. 
There is experimental evidence that this so-called “heterogeneous 
nucleation” is not only crucial for the formation of clouds and rain 
drops in the atmosphere [135], but also for particle nucleation in 
heterogeneous polymerization [136]. 

The molecules conforming a stable molecular aggregate or 
nucleus can no longer be considered dissolved in the continuous 
phase; they already form a segregated phase dispersed in the 
continuous phase. As these aggregates grow by the incorporation 
of additional molecules, their sizes soon reach the colloidal scale 
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(10–9–10–6 m). Systems consisting of dispersions of colloidal entities 
are denoted as colloids. The term colloid was first used by Thomas 
Graham, considered the founder of colloid chemistry [137], to denote 
very high molecular weight materials. He probably borrowed the 
term that was used at the time to describe gelatin-like substances 
[138], as he considered gelatin to be the representative of this type of 
materials [139]. However, 50 years later, this definition was revised 
by different scientists, who led by Wolfgang Ostwald founded the 
Kolloid-Gesellschaft in 1922 [140]. Their new definition considered 
colloids based only on their size, irrespective of their molecular 
weight. 

Colloid: A colloid is a system where the interfacial energy significantly 
contributes to its overall energy. For dispersion colloids, this is the 
case when there is a large enough number of molecular aggregates 
(or discontinuities between them) having at least one dimension 
approximately between 1 nm and 1 mm. 

Entities at the colloidal scale are characterized by Brownian 
motion (cf. Section 1.3.1), which can be mathematically described by 
Langevin’s stochastic equation (Eq. 1.24). For a completely relaxed 
system, the solution to the equations of Brownian motion can be 
performed using BD simulation (cf. Section 1.3.2). 

BD simulation is a powerful tool for describing processes at the 
colloidal scale. It has very good predictive capabilities and can be 
used in complex systems [141–143], especially macromolecules 
[144–151], interfaces [152–154], and heterophase polymerization 
[155, 156]. It is, however, limited to a relatively small number 
of colloidal particles or molecules depending on the available 
computational power. 

Another approach for simulating colloidal systems is DPD [157– 
161]. In the DPD (Dissipative Particle Dynamics) method, the total 
force (FT) acting on a colloidal particle is the result of three forces: a 
conservative force (FC), a dissipative force (FD), and a random force 
(FR): 

FT,i = Â(FC,ij + FD,ij + FR,ij ) (3.29) 
j iπ 

where FC,ij is given by the interaction potential between particles, 
FD,ij is a force opposing the relative motion of particle i with respect 
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176 Multiscale Modeling of Heterophase Polymerization

to particle j (Eq. 3.30), and FR,ij is a Gaussian white-noise random 
force, which depends on the relative position between particles i and 
j (Eq. 3.31). 

r (˜ v r̃F = -g w ( ) rij ◊ ) ij (3.30)D,ij D ij ij 

F = sw ( ) ijr r x (3.31)R,ij R ij ij 

where g is the friction coefficient, wD(rij) and wR(rij) are weight 
functions depending on the interparticle distance rij (see for example 
Eq. 3.32), r ij  is the unit vector describing the position between 

particles i and j, vij  is the relative velocity between particles i and j, s 
is the amplitude of the noise, and xij is a normalized Gaussian white-
noise random number. Additionally, the dissipative and the random 
forces must satisfy the fluctuation-dissipation theorem (Eq. 3.33) in 
order to guarantee the thermal equilibrium of the system. 

2Ï(Ô 1- r) r < 1 
w r = w rD( ) = Ì (3.32)R( )  

Ô 0 r ≥ 1Ó 

s = 2k Tg (3.33)B 

The numerical solution for DPD simulation can also be done using 
the Verlet algorithm. One of the most important features of DPD is 
that by considering the fluctuation-dissipation theorem, contrary to 
the other methods, it preserves the hydrodynamics of the system. 
DPD simulation is also a very popular alternative for simulating 
macromolecular systems at the colloidal scale [162–169]. Other 
simulation methods used at the colloidal scale are discussed by Park 
et al. [170]. 

3.5 Microscopic Scale 

The microscopic scale can be found beyond the colloidal domain but 
still below the thermodynamic limit of a system. At the thermodynamic 
limit, the number of molecules present in the system is large enough 
so that the overall behavior of the system becomes deterministic 
instead of probabilistic. This limiting number of molecules depends 
on the particular system considered, as well as on the property 
of interest. For example, the interfacial tension of single colloidal 
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entities, such as water nuclei in air, just after the nucleation event 
(consisting of much less than 100 molecules), already corresponds 
to the observed macroscopic value [171].
	 A graphical explanation of the thermodynamic limit is presented 
in Fig. 3.6. Let us assume that every single molecule in the system 
behaves according to an arbitrary probability distribution function 
PDF (a uniform distribution is used in Fig. 3.6a as an example) for a 
certain variable x. When two molecules are considered, the average 
PDF is no longer distributed according to the original PDF (Fig. 3.6b). 
If the effect of several independent molecules is added, according 
to the central limit theorem [172, 173], a normal or Gaussian 
probability distribution function will be obtained (Fig. 3.6c). This 
effect can be easily understood considering the characteristic 
functions of the probability distributions (and particularly the 
mathematical nature of the binomial coefficient for large numbers) 
[173, 174]. If the number of events (or molecules) considered is 
increased, the width of the Gaussian distribution (characterized by 
the standard deviation) is reduced (Fig. 3.6d). At a certain critical 
point, the thermodynamic limit of the system, the number of events 
considered is so large that the standard deviation of the distribution 
becomes negligible and the distribution resembles a single line (i.e., 
Dirac’s delta function) (Fig. 3.6e).

Single event

x x x x x

a b c d e

pd
f

pd
f

pd
f

pd
f

pd
f

Multiple events

Increasing number of events (molecules)

Thermodynamic limit

Figure 3.6  Graphical representation of the thermodynamic limit of a system 
for an arbitrary variable x, evolving from single molecular events.

	 Microscopic stochastic modeling comprises methods with 
different degrees of complexity: methods with temporal resolution 
only, such as kMC methods [132, 175–178]; methods with temporal 
and spatial resolution [179–181]; and methods with single-molecule 

Microscopic Scale
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temporal and spatial resolution [182]. Due to its discrete nature, this 
microscopic stochastic approach is ideally suited for heterogeneous 
reaction systems where reactants of very different size and mobility 
participate. 

The kMC method, also known as the stochastic simulation 
algorithm (SSA), was formally introduced by Gillespie [132] as a 
method for obtaining singular realizations of processes involving 
chemical reactions described by the chemical master equation (CME) 
[174, 183], as an alternative to the deterministic solutions obtained 
from the rate of reaction equations (RRE). In the thermodynamic 
limit of a system, the results obtained using both kMC and RRE are 
identical. However, chemically reacting systems involving infrequent 
chemical reactions or chemical species in limited amounts are better 
represented by stochastic than by deterministic methods. The SSA 
method has been extended to consider not only chemical reactions 
but also physical processes such as adsorption or desorption from 
surfaces [181, 184–186]. 

One main disadvantage of the original SSA formulation is that 
it is a very inefficient method for simulating chemical reactions 
described by stiff differential equations. Such stiffness is observed 
when at least one reaction pathway is orders of magnitude more 
frequent than the others. Several approaches, including the hybrid 
stochastic method, have been proposed to overcome stiffness using 
stochastic algorithms [176, 179, 187]. 

In the original SSA formulation (also known as direct method), the 
time at which the next stochastic event occurs (t) can be calculated 
assuming an exponential probability distribution of time between 
events, using the following equation: 

xln( )Ut = -
Â 

(3.34) 
ai 

i 

where xU is a uniformly distributed random number between 0 and 
1, and ai is the propensity function of the i-th stochastic event (in 
frequency units). For chemical reactions, the propensity function 
can be expressed as 

a = c f n  n (3.35)i ( ,  2 ,...) i 1 
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where ci is a reaction probability, and f(n1, n2, …) is a function of the 
number of molecules in the system, which depends on the order of 
the reaction. For the general case of a bimolecular reaction between 
the molecules A and B, ci ∫ ki/NAV, where ki is the rate coefficient of 
the i-th reaction, and the propensity function is then given by 

k n  ni A Ba = (3.36)i N VA 

and can also be expressed as a function the molar concentrations 
(C): 

a = k C C N V  (3.37)i i A B  A 

Proceeding similarly with other types of reactions, it can be 
found that in general: 

a = N Vk f C( )  (3.38)i A i i 

The type of event taking place at time t is determined randomly, 
where the probability P of choosing an i-th event is 

aiP i( )  (3.39)=
Âaj 
j 

The previous formulation of the SSA is based on the assumption 
of perfectly mixed reaction volumes; thus, the probability of finding 
a given single molecule at any position in the system is uniform. This 
means that a single molecule has the same probability of reacting 
with every other molecule present in the system, which is not 
possible in real systems because of mass transfer limitations. 

The SSA can be modified in order to consider also imperfectly 
mixed systems. In the stochastic simulation algorithm of imperfectly 
mixed systems (SSA-IM) [188], the type of reaction must be 
determined before calculating the propensity functions. From Eqs. 
3.38 and 3.39, the probability of the i-th reaction being the next 
event is 

k f  C( )i iP i( )  (3.40)=
Âk f  C( )j j  
j 

Notice that it is not necessary to know the volume of the system 
in order to determine the next event. Once the next reaction has been 



https://www.twirpx.org & http://chemistry-chemists.com
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identified, we need to determine the time at which the next reaction 
takes place and the perfectly mixed volume for the particular 
reaction at the particular time. 

Stickler [189] proposed the use of Einstein’s equation of Brownian 
motion (Eq. 1.23) for the determination of effective reaction volumes 
in diffusion-controlled reactions. Einstein’s equation describes the 
diameter of a sphere inside which the probability of finding the 
diffusing molecule is about 50%. Therefore, we can estimate the 
diffusion volume for the particular molecule as twice the volume of 
the sphere described by Eq. 1.23: 

/ 3 2Vdif = 6D Dt / (3.41)8p ( )3 2  

3 

An estimate of the perfectly mixed volume (Vpm) is then given 
by the diffusion volume of the fastest molecule involved in the next 
reaction, considering that Dt =t : 

8p 3 2/
V = È6 D ˘ 
pm t max( )  (3.42)

3 Î ˚ 

The next reaction time is then determined from 
2 5È ˘ / 

Í 3 x ˙ 
Ut = -Í 

ln( )  
˙ (3.43)

3 2/Í 8pN (6max(D)) Âk f  C( )˙Av i i  
Î i ˚Í ˙ 

and the perfectly mixed volume is found to be 
3 5È ˘ / 

/ Í D) xU 
˙ 

2 1 5  max( ln( )  
V pm = (1536p ) Í- ˙ (3.44)

NA k f  C( )˙Í Â i i  
Î i ˚Í ˙ 

For this perfectly mixed volume, the number of molecules for 
each species is given by the floor-rounding operation: 

nk = ÍCkV N  pm A ˙ (3.45)Î ˚ 
Using the number of molecules actually present in the perfectly 

mixed volume, it is now possible to calculate the actual propensity 
function of the next reaction (Eq. 3.36). If the calculated propensity 
function is zero, the time is updated but no reaction takes place. If 
the actual propensity function is greater than zero, the event takes 
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place and the concentrations of the species are updated using the 
following expression: 

nk i,Ck ,new  = Ck ,old + 
N V  

(3.46) 
A pm 

where nk,i is the stoichiometric coefficient for the i-th reaction and 
k-th component. In this way, it is possible to carry out stochastic 
simulations of diffusion-controlled systems, such as those where 
interfacial mass transfer events are involved. It should be noticed 
that the accuracy of this algorithm relies on the use of an adequate 
model for the estimation of diffusion coefficients in the reacting 
mixture. 

The kMC methods are very popular for modeling surface 
phenomena [190–195], complex reaction networks [196–199], 
transport phenomena [200–202], and diffusion-controlled reactions 
[203, 204]. 

The kMC methods are particularly useful for radical polymeriza-
tion processes. Radicals are present in very low concentrations and 
take part in different reactions occurring simultaneously; therefore, 
the simulation of the process using stochastic methods is a better 
representation of the real radical polymerization system and allows 
getting a deeper understanding of the polymerization process. kMC 
has been mainly used to describe molecular mass distributions 
in radical polymerization [178, 204–208], and heterophase 
polymerization systems in general [58, 61, 202, 209–213]. 

3.6 Mesoscopic Scale 

Even if the thermodynamic limit of the system is reached, it may still 
be necessary to describe local macroscopic properties of the system 
such as temperature, pressure, velocity, density, and composition, as 
a result of the particular spatial configuration of the system. Such 
is the case, naming just a few examples, of mixing in stirred tanks, 
heat transfer in heat exchangers, and hot spots in heterogeneous 
reactors. The modeling of systems at the mesoscopic scale is done 
by spatially discretizing the system, and numerically solving the 
corresponding equations describing the particular phenomenon. 
If the phenomenon of interest is the fluid mechanics of the system, 
the numerical solution is known, in general, as computational fluid 
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dynamics (CFD). Thus, CFD involves the solution to the equations 
governing the transport of mass, momentum, and energy in moving 
fluids.
	 The general procedure for mesoscopic modeling is as follows 
[214]:
	 1.	 Pre-processing:
	 ∑	 Discretization of the system
	 ∑	 Development of governing equations for the discrete 

element
	 ∑	 Assembly of elements, creating a global matrix
	 ∑	 Incorporation of boundary and initial conditions
	 2.	 Solution:
	 ∑	 Solution to the set of linear or nonlinear algebraic 

equations
	 3.	 Post-processing:
	 ∑	 Determination of additional properties of the system
	 Several techniques are available for performing the spatial 
discretization of the system, including among others the FEM, the 
finite volume method (FVM), the finite differences method (FDM), 
and the spectral element method (SEM). From these methods, the 
FEM is perhaps the most popular because of its improved stability 
and its flexibility to describe irregular and complex geometries.

Figure 3.7  Example of domain discretization: 2D discretization of a pipe 
reduction cross section. Each triangular section represents a discrete element.

	 Discretization is a vital step of mesoscopic simulation because 
it transforms the governing equations of the system from a set of 
nonlinear partial differential equations to a set of linear or nonlinear 
algebraic equations. This set of algebraic equations can be easily 
solved even for irregular systems. In addition, within each element, 
unknown functions can be approximated using interpolation 
procedures. Additional assumptions can be made in a particular case 
to further reduce the complexity of the formulation (e.g., constant 
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transport coefficients, Newtonian flow, etc.). Figure 3.7 shows an 
example of discretization of an irregular domain. 

In general, the transformation of partial differential equations 
into algebraic equations is done using the following expression: 

fnÊ ∂ y ˆ 
ª a y  (3.47)

ËÁ n ˜ Â i j, j i+∂x ¯ j i=-b 

where y is a local variable, x is a dimension of the system, j is the 
position of the grid point where the n-th partial derivative is 
calculated, b is the number of backward neighbors whereas f is 
the number of forward neighbors around j, and ai,j are coefficients 
related to the type (forward, backward, central, etc.) and order of the 
approximation. The set of algebraic equations thus obtained can be 
expressed in the matrix form as: 

AY = B (3.48) 

where A is the matrix of coefficients ai,j associated to each node i 
when evaluating the equation at node j, Y is the vector of values of 
the local variable for each node along the x-dimension, and B is the 
corresponding vector of independent terms. Thus, the values of the 
local variable are obtained by solving 

Y = A–1B (3.49) 

Mesoscopic modeling techniques are commonly applied in the 
simulation of industrial polymer processing operations [215], in 
the investigation of the effect of mixing on polymerization reactions 
[216–220], in the simulation of certain emulsification and deposition 
processes [221–225], and in heterophase polymerization processes 
[226–230]. 

A very important feature of heterophase polymerization at the 
mesoscale is the polymer PSD. One of the most common methods for 
describing the evolution of PSD during heterophase polymerization 
is the population balance modeling (PBM) [230–234]. 

A population balance model is a continuity equation for the 
number of particles sharing a specific property (internal coordinate), 
specifically particle size for polymer dispersions. It is, therefore, 
necessary to consider one balance equation for each particle size. 
Since particle size is a continuous variable, in practice it must be 
divided into a finite number of particle size intervals. The population 
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balance for each interval is expressed in terms of the population 
density (r) (relative proportion of particles with size within the 
corresponding interval), as follows: 

∂r ( (r t, ) ∂(r r t G r t) ( ,r t, ) r dV ( , ))i i i i = Ri ,nucl + Ri ,coal - - (3.50)
∂t V dt ∂ri 

where ri represents the mean particle radius of the i-th interval, Ri,nucl 
is the rate of nucleation of particles with radius in the i-th interval, 
Ri,coal is the net rate of formation of particles with radius in the i-th 
interval by coalescence (subtracting the coalescence rate of particles 
of this size), V is the volume of the system, and G(ri,t) is the growth 
rate function. The growth rate function takes into account the net 
disappearance of particles from the size interval because of growth 
by polymerization. 

The internal coordinate in PBM for heterophase polymerization 
can also be the polymer particle volume, surface, or mass. It is 
also possible to consider the average molecular mass, monomer 
concentration, and number of active molecules as internal 
coordinates of the particles. 

Equation 3.50 is a deterministic expression, which does not take 
into account the random nature of polymerization processes. It is 
also possible to formulate a stochastic version of the PBM, and in this 
case, it corresponds to the Fokker–Planck equation (FPE) [235, 236]. 
Further advances in the modeling of PSD can be found in the review 
paper by Sheibat-Othman et al. [237]. 

3.7 Macroscopic Scale 

Following the concept introduced in Fig. 3.6, a macroscopic property 
of the system can be defined as the average of the probabilities of 
all the corresponding microscopic states. At the macroscopic scale, 
the most relevant phenomena involve, in general, the transport 
and conservation of mass, momentum, and energy. The balance or 
conservation principles can be applied to a general macroscopic 
system (Fig. 3.8) as follows: 

Accumulation rate = Input flux – Output flux 
+ Generation rate – Consumption rate (3.51) 
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Figure 3.8 Schematic representation of transport in a general macroscopic 
system. 

If the system considered is a differential volume element, Eq. 
3.51 evolves naturally into a differential equation or a partial 
differential equation [238]. A generalized differential representation 
of transport and conservation equations is presented in Eq. 3.52. 

∂F ∂(ui ◊F) ∂ Ê ∂F ˆ 
+ = G ˜ + S (3.52)eff F∂t ∂x ∂x ËÁ ∂x ¯ i i i 

where F is the conservative macroscopic variable of interest (mass, 
momentum, energy, etc.), ui is the velocity of matter flowing across 
the volume element in the i-th direction xi, Geff is an effective exchange 
coefficient, and SF is the net source (generation – consumption). The 
first term in Eq. 3.52 represents accumulation of the macroscopic 
conservative variable, the second term is a convective rate of change, 
and the third term (first term of the right-hand side) is a diffusive 
rate of change. Table 3.2 summarizes the corresponding terms for 
the different macroscopic conservative variables. 

Table 3.2 General representation of conservation equations 

Macroscopic conservative 
variable F Geff SF 

Total mass rV 0 0 
Moles of species j [Cj]V Dj rjV 

Momentum ruiV meff -V∂P/∂xi 

Energy (enthalpy) rhV keff/rCp Q 

The variables used in Table 3.2 correspond to the total mass 
density (r), total volume of the system (V), molar concentration of 
the j-th species ([Cj]), effective diffusion coefficient (Dj), net reaction 
rate of the j-th component (rj), effective kinematic viscosity (meff), 
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pressure (P), specific enthalpy (h), effective thermal conductivity 
(keff), specific heat capacity (Cp), and net heat flow (Q). 

Additional approximations can be made for each variable at 
the macroscopic scale in order to reduce the complexity of the 
formulation and to facilitate the description and/or the parameter 
identification of the system. Particularly, a brief review of different 
approaches and approximations used to describe macroscopic mass 
transfer in heterophase polymerization [96] will be presented in 
this section. Modeling of heat and momentum transfer can be done 
using similar expressions, considering the equivalence presented in 
Table 3.2. 

Different types of macroscopic models have been used to 
describe mass transfer processes in heterophase polymerization 
systems. One possible classification of these models includes (i) first 
principles, (ii) semi-empirical, (iii) equilibrium thermodynamics, 
and (iv) empirical models. 

3.7.1 First-Principles Modeling 

The first-principles or fundamental models of mass transfer are 
based on the differential equations obtained by Fick [239]. Fick’s 
results for isotropic materials can be summarized into two laws as 
follows: 

J = -D —ÈC ˘ (3.53)j j Î j ˚ 

∂ÈC j ˘Î ˚ 2= D — ÈC ˘ (3.54)j Î j ˚∂t 

These equations indicate that the total number of molecules of 
type j crossing a completely permeable section per unit area per unit 
time (Jj) is related to the diffusion coefficient of the molecules in the 
medium (Dj) and to the local spatial gradient (—) of the molecular 
concentration (Cj); and that the rate of change in the local molecular 
concentration is related to the diffusion coefficient of the molecules 
and to the Laplacian (—2) of the molecular concentration, i.e., to the 
second partial derivative of the concentration with respect to the 
position. 

Equations 3.53 and 3.54 are sometimes interpreted by assuming 
that molecular transfer is caused by the difference in concentration 
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between two regions. However, this is just an apparent interpretation. 
If the net force acting on the diffusing molecules is zero (for example, 
in pure components or in ideal mixtures), the random displacement 
of each molecule is uniformly distributed; therefore, the number 
of molecules moving on each direction is the same. The net 
displacement is then proportional to the difference in the number of 
molecules at each side, which is proportional to the gradient in local 
concentration. The true cause of molecular diffusion is the frequent 
random collisions with the neighboring molecules and not the 
difference in molecular concentration, even though, as the result of 
the random motion, the net flux of molecules becomes proportional 
to the difference in molecular concentration. If there is a nonzero 
force acting on the molecules (for example, at interfaces), Eqs. 
3.53 and 3.54 are no longer valid, and chemical potentials should 
be considered instead of concentrations to describe the diffusion 
process. 

The rigorous application of Fick’s equations to heterophase 
polymerization systems involves the solution to partial differential 
equations with four independent variables (time and the three spatial 
dimensions) expressed usually in spherical coordinates centered on 
a representative segregated phase. However, if the geometry of the 
system is not perfectly spherical, cylindrical, or planar, the analytical 
solution to Fick’s equations becomes a very difficult task. These 
complex geometries can be modeled by partitioning the system into 
smaller regions having simpler geometries [240] but at the expense 
of an increased number of equations to be solved. 

Anisotropy: Characteristic of certain materials that present different 
properties when measured in different directions. 

In anisotropic media, diffusion depends on the direction 
considered. The diffusion coefficient is, in this case, a function of 
the local spatial composition around the diffusing molecule. Some 
common examples of anisotropic media are crystals, textile fibers, 
and polymer films in which the molecules have a preferential 
direction of orientation. In these cases, Fick’s laws remain valid, but 
the diffusion coefficient is now a matrix and not a scalar variable. 
Anisotropy is especially important at interfaces since diffusion across 
the interface is different compared to diffusion in any other direction. 
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188 Multiscale Modeling of Heterophase Polymerization

For this reason and considering that chemical potentials should 
be used instead of concentrations, rigorous analytical solutions of 
molecular transfer across interfaces in real heterogeneous systems 
using fundamental equations are very difficult if not impossible to 
achieve. Numerical solutions can be obtained using finite elements 
approximations, but a detailed knowledge of anisotropic diffusion 
coefficients for all molecules at interfaces is required. In practice, 
fundamental modeling is used to describe diffusion at both sides 
of an interface, whereas some assumptions are introduced in order 
to obtain analytical solutions describing mass transfer across the 
interface. 

3.7.2 Semi-empirical Modeling 

An additional simplification of Fick’s equations can be obtained 
by assuming that the bulk of each phase (both continuous and 
segregated) is perfectly mixed. In this case, mass transfer of molecular 
species is expressed in terms of the difference in concentration 
of this species at both sides of the interface, using semi-empirical 
parameters denoted as local mass transfer coefficients (kL) [241]. 
Net fluxes of molecules across the interface between phases A and B 
are calculated as follows: 

AB AB 
J = k Ê ÈÎC ˘̊ - ÈÎC ˘̊ 

ˆ (3.55)j L,  j ,AB j jË A B ¯ 

where [Cj]A
AB denotes the concentration of the j-th component on the 

side of phase A at the interface between phases A and B. Additionally, 
assuming that there is no accumulation of matter at the interface, 
the flux of molecules across the interface should be the same as the 
flux of molecules from the bulk to the interface of the concentrated 
phase or from the interface to the bulk of the diluted phase. Thus, 

AB Ê AB ˆJ j = kL, ,j A 
Ê ÈÎC j ˘̊ - ÈÎC j ˘̊ ¯

ˆ = kL, ,j B  ÈÎC j ˘̊ - ÈÎC j ˘̊ (3.56)Ë A A Ë B B ̄  

Comparing Eqs. 3.53 and 3.56, it is possible to conclude that the 
semi-empirical approach is equivalent to the first-principles model 
as long as 

D 
kL,  j X, = j X, (3.57)

dX 
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Dj,X being the diffusion coefficient of molecule j in phase X, and dX the 
boundary layer at the side of phase X of the interface. The boundary 
layer represents the distance from the interface at which the local 
concentration practically reaches the bulk concentration. The 
measurement of boundary layers according to this definition is not 
easy; therefore, boundary layers and local and global mass transfer 
coefficients are calculated using semi-empirical expressions, 
which are obtained after analyzing large amounts of experimental 
concentration data under different geometries and flow regimes 
[242]. 

Additionally, empirical partition coefficients can be used 
together with local coefficients of mass transfer in order to facilitate 
the modeling of molecular transfer across interfaces. Assuming 
the net flux of molecules across the interface proportional to the 
concentration difference between (i) the actual bulk concentration 
of the j-th component in phase A ([Cj]A) and (ii) the theoretical 
concentration present in A ([Cj]*B 

A) in equilibrium with the bulk 
concentration in B ([Cj]B), then 

*B 
J j = K m, j ,AB 

Ê ÈÎC j ˘̊ - ÈÎC j ˘̊ 
ˆ (3.58)Ë A A ¯ 

where Km,j,AB is another semi-empirical parameter called the global 
mass transfer coefficient. Such global mass transfer coefficient is 
related to the local mass transfer coefficients at both sides of the 
interface (Eq. 3.56), resembling two electrical resistances in series, 
according to the following expressions [241]: 

AB *B 
J j J j J j ÈÎC j ˘̊A 

- ÈÎC j ˘̊A= + (3.59)
ABK k k m, ,j AB L, ,j A  L, ,j B C CÈÎ j ˘̊B 

- ÈÎ j ˘̊B 

ABm1 1 ,= + j AB (3.60)
K k k m, ,j AB L, ,j A L, ,j B  

where 
AB *BÈÎC ˘̊ - ÈÎC ˘̊

AB A Amj AB = 
j j 

(3.61), ABÈÎC ˘̊ - ÈÎC ˘̊j jB B 
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ABmj AB can be regarded as the slope of a straight line intercepting , 
AB

the equilibrium curve at the concentrations ÈÎC j ˘̊  and ÈÎC j ˘̊ . If 
B B 

the equilibrium curve can be assumed to be linear, then the variable 
ABmj AB will be equivalent to the equilibrium partition coefficient , 

(Kj,AB). This type of modeling is widely used to describe macroscopic 
mass transfer processes across interfaces. It requires the knowledge 
of mass transfer coefficients (which can be estimated from semi-
empirical correlations) and equilibrium distribution coefficients. 

3.7.3 Equilibrium Thermodynamics Modeling 

A further simplification of the mass transfer process can be made 
once steady-state conditions have been reached in the system, i.e., 
when the net flux across all interfaces becomes zero. Under these 
conditions, even though the individual fluxes of molecules back 
and forth are not zero, it is possible to assume that the system has 
reached a thermodynamic equilibrium. In ideal mixtures, there are no 
enthalpic effects and mixing occurs spontaneously as a result of the 
entropy increase. In other words, there is no significant change in the 
net average forces acting on the molecules (no enthalpic effect), and 
complete mixing occurs only because it is the most probable state of 
the system (entropic effect). Ideal mixtures are always homogeneous 
systems. In nonideal mixtures, phase separation can take place (due 
to differences in intermolecular forces) and an equilibrium condition 
is reached when both entropic and enthalpic contributions to the 
free energy of the system exactly counteract each other. This is the 
principle used by Flory and Huggins to describe polymer solutions 
[243], which can be used in general to describe the thermodynamics 
of mixtures of species with different molecular weights. A detailed 
description of this type of modeling was already described in Section 
2.2.3. 

3.7.4 Empirical Modeling 

One final approach for the deterministic modeling of mass 
transfer is based completely on experimental data. In this case, 
the concentrations of a certain component in two different phases 
at steady state are related by means of a partition or distribution 
coefficient, which in general can be expressed as 



https://www.twirpx.org & http://chemistry-chemists.com

  

 

  

  

 

 

 

Macroscopic Scale 191 

* * 
K j A, B = f Ê ÈÎC j ˘̊A ,

ÈÎC j ˘̊B 
ˆ (3.62)Ë ¯ 

where Kj,AB is the equilibrium partition coefficient for the species 
j between the phases A and B. Very frequently, the empirical 
distribution function has the following structure: 

n
*Ê ˆC 

K j AB = Á 
ÈÎ j ˘̊A ˜ (3.63), * ˜ÁÁ ÈÎC ˘̊ ˜Ë j B ¯ 

where n is a parameter obtained experimentally for the particular 
system. In an ideal system, the value of n is 1, and thus, the following 
ideal expression (equivalent to Henry’s law) is obtained: 

*ÈÎC j ˘̊AK j A, B = (3.64)
* 

CÈÎ j ˘̊B 

In this context, the partition or distribution coefficient is a 
constant parameter used to predict the steady-state concentration 
of a component in one phase by knowing its concentration in the 
other. As expected, the value of this constant will depend on the 
particular external conditions of the system (pressure, temperature, 
etc.). It is possible to predict the values of the partition coefficients at 
different conditions using thermodynamic expressions. However, it 
is more common to find tabulated values of the partition coefficients 
obtained from experimental measurements. Additional information 
regarding partition and distribution coefficients was presented by 
Leo et al. [244]. 

Empirical models are very useful to describe mass transfer in 
complex systems using relatively simple expressions. However, their 
main disadvantage is their very limited predictive capabilities. 

Macroscopic models are a basic ingredient of any description 
of heterophase polymerization [245, 246]. Only after the 1970s, 
macroscopic models were integrated with the population balance 
models (mesoscopic scale), as it was found that a purely macroscopic 
description was inadequate for heterogeneous polymerization since 
they are only capable of predicting temperature, pressure, and 
monomer concentration in the reactor [247]. A detailed description 
of multiscale integration and multiscale models in heterophase 
polymerization is presented in the next section. 
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3.8 Multiscale Integration 

In the previous sections of this chapter, it was shown that relevant 
phenomena involved in heterophase polymerization take place at 
different scales, ranging from the subatomic to the macroscopic scale. 
A single dynamic model of heterophase polymerization covering all 
phenomena described at their own scales is possible, but its solution 
would be inefficient using our current computational capabilities. 
Thus, efficiently solving multiscale models requires assumptions 
and compromises. 

3.8.1 Model Order Reduction 

Perhaps the most common approach for multiscale integration is 
the bottom-up model order reduction. The purpose of this method is 
finding empirical models that can satisfactorily describe, at a higher 
scale, the behavior of lower-scale phenomena. Let us consider a 
system involving only two different scales: an upper scale U and a 
lower scale L. The vector of lower-scale dynamic variables (xL) will 
be described by the following partial differential equation: 

L∂x 
L ( L , U L ) (3.65)= f x x u,

∂t 

where fL is an arbitrary nonlinear vector function describing 
the lower-scale dynamics, xU is a vector of upper-scale dynamic 
variables, and uL is a vector of lower-scale inputs to the system. 
Equation 3.65 is a partial differential equation because xL may also 
present local spatial changes. Similarly, the vector of upper-scale 
dynamic variables will be 

∂xU = f x x u( , , ) (3.66)U L U U∂t 

where fU is an arbitrary nonlinear vector function describing the 
upper-scale dynamics, and uU is a vector of upper-scale inputs to the 
system. Even neglecting local spatial changes, analytical solutions 
for the simultaneous solution to Eqs. 3.65 and 3.66 are, in general, 
not available. Therefore, numerical solution methods are required. 
Since the time and length scales of xL are below those of xU, the 
integration step of the numerical solution must be smaller than the 
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characteristic time at the lower scale. If the model could be solved 
considering the dynamics of the upper scale, then the solution would 
be more efficient. A general reduced-order model approximation of 
the lower scale is 

xL( )t ª g x uL ( , U ,t ) (3.67)U 

where gL is an arbitrary nonlinear algebraic function, which may 
also involve time t. Thus, Eq. 3.66 becomes 

∂xU ª f x( ,u g, ) (3.68)U U U L∂t 

which can then be efficiently solved at the upper scale. 
The use of kinetic expressions is an example of this bottom-up 

model order reduction. The rate of a chemical reaction depends 
on factors such as molecular kinetic energy, molecular orientation, 
and electronic configuration [248], relevant at the atomistic and 
molecular scales. However, at the macroscopic scale, the rate of 
reaction is expressed for a component Ci as 

ajr = n k Ti i ( )  ’ÈÎC j ˘̊ (3.69) 
j 

where ni is a stoichiometric coefficient, k(T) is a temperature-
dependent rate coefficient, [Cj] denotes the concentration of all 
components involved in the reaction, and aj are empirical coefficients. 
Equation 3.69 incorporates all dynamical effects involved at the 
lower scale, into a macroscopic term. 

Empirical expressions for reducing the model order are also 
normally used for describing heat transfer phenomena (in terms 
of global heat transfer coefficients), diffusion (e.g., Smoluchowski’s 
equation), particle formation (e.g., classical nucleation theory), etc. 
Almost all mathematical models of heterophase polymerization 
include one or more model order reductions by means of empirical 
expressions. 

3.8.2 Sequential Multiscale Simulation 

In the model order reduction approach, the empirical expressions and 
their parameters are usually obtained from previous experimental 
data. In other words, they are obtained “off-line.” However, process 
conditions may differ between those used for identification, and those 
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used for prediction, resulting in larger prediction errors. To overcome 
this difficulty, a more recent approach consists of determining “on-
line” the parameters of reduced-order models, by performing lower-
scale simulations of the process. This is the sequential (bottom-up) 
multiscale simulation. Thus, for example, kinetic polymerization 
coefficients can be obtained from quantum mechanics calculations 
and then used in macroscopic mass balance models [17]. It is also 
possible using BD simulation at the colloidal scale to describe the 
rate of radical capture in emulsion polymerization, which can then 
be used at the microscopic scale to simulate competitive chemical 
reactions inside the particles using kMC simulation [210]. 

Mathematically, this method consists of solving Eq. 3.65 assuming 
constant upper-scale variables, and approximating to a reduced-
order model to be used at the upper scale: 

t
Ê
ÁË ∂ 

∂ ˆ
˜̄ dt ª L UÚ xL 

t 
xL ( )t = t ) (3.70)(g x u, ,U 

x u,t U U
0 

The main disadvantage of this method is that local and transient 
behavior at the lower scale may have a significant effect on the 
predictions at the upper scale. In order to reduce these effects, 
not the result of a single simulation but the average of multiple 
simulations at the lower scale (at different local conditions) must 
be used for estimating the reduced-order model parameters. This is 
done, for example, when estimating the average number of radicals 
per particle in emulsion polymerization by kMC simulation [213], 
required for the macroscopic kinetic expression of polymerization 
rate. 

It is also possible to define particular conditions for triggering 
the update of empirical parameters by lower-scale simulation, 
during upper-scale simulation. In heterophase polymerization, for 
example, a significant change in average polymer particle size, in 
polymer volume fraction, in monomer composition, or in process 
temperature may trigger an update of empirical parameters under 
the new conditions. 

3.8.3 Stochastic Transformation across Scales 

Figure 3.9 shows a general multiscale system as perceived by 
an observer. Such observer is only able to detect the corresponding 
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observation scale of such system. Both the infra-scale (lower scale) 
and the supra-scale (upper scale) are unknown to the observer. 
However, the variables at the supra- and infra-scales might be 
related to variables at the observation scale. Such relationships are 
denoted as restrictions when infra-scale variables are transformed 
into observable variables, or as lifting when supra-scale variables 
are transformed into observable variables [249].

Infra-Scale

MULTISCALE SYSTEM

Supra-Scale

Supra-scale
variables

Lifting

Observation
scale variables

Observation
Scale

Observation
scale variables

Restriction

Infra-scale
variables

Observer

Figure 3.9  General representation of a multiscale system composed of 
three scales: supra-scale, observation scale, and infra-scale. The observer can 
only reach the observation scale. Arrow thickness is related to the order of 
magnitude of the dimension considered [249].

	 Restrictions always involve reducing the amount of information 
available to the observer as the resolution of the observation is 
limited in certain dimensions (e.g., time, length, mass, etc.). Some 
examples of restrictions include the following:

	 ∑	 Direct sampling: The relevant variable at the infra-scale is 
the same, but only a fraction of the values of the variable is 
observed, depending on the resolution unit.

Multiscale Integration
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	 ∑	 Cumulative sampling: The variable observed corresponds to 
the sum of individual effects at the infra-scale composing one 
resolution unit.

	 ∑	 Averaging sampling: The variable observed corresponds to 
the average of individual effects at the infra-scale composing 
one resolution unit.

	 ∑	 Modal sampling: The variable observed corresponds to the 
maximum or minimum value among the individual effects at 
the infra-scale composing one resolution unit.

	 ∑	 Functional sampling: The variable observed corresponds to 
any other function of the individual values of the infra-scale 
variable composing one resolution unit.

	 All these restrictions can be considered stochastic 
transformations [250, 251] of the infra-scale variables, because 
the missing information can only be seen as a random variable. 
Furthermore, each multiscale dimension provides an additional 
dimension of randomness [252].
	 Lifting is the opposite transformation of restriction. A supra-
scale variable may have a significant effect on the observed system 
depending on the relative situation of the system. In most cases, 
such relative situation of the system is difficult to identify, resulting 
in unpredictability. Thus, it is possible to consider lifting as a reverse 
stochastic transformation. That is, similar systems available at the 
observation scale may present different behaviors although all of 
them are described by a certain statistical distribution at the supra-
scale. Each observable system then becomes a single realization of 
the supra-scale distribution.
	 Figure 3.10 shows a graphical representation of these direct 
and reverse stochastic transformations, considering the particle 
size of polymer dispersions as an example. Information from the 
smaller scale (individual particle size) can be represented by a 
random variable at the larger scale (PSD). Identifying the random 
variable representing the lower-scale information corresponds to a 
probability distribution reconstruction process [253].
	 Random variables with different characteristics (probability 
density functions) can be used for representing the smaller-
scale information, depending on the amount and quality of the 
information available, and on the identification or transformation 
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method employed. The reverse transformation of a random variable 
at a larger scale (e.g., PSD) will inevitably lead to a practically infinite 
number of possible sets of reconstructed information (realizations) 
at the smaller scale (i.e., individual particle sizes in the system), 
which exactly or approximately satisfy the behavior described by the 
large-scale random variable. The reverse transformation process is 
also denoted, in general, as sampling (or discretization). Sampling 
of a random variable can be done using random, deterministic, 
or randomistic methods [254]. Random sampling methods are 
commonly used to reproduce the variability observed at lower 
scales. However, they may not preserve the properties of the upper 
scale variable. Deterministic sampling methods preserve those 
properties but neglect the natural variability between samples. 
Randomistic sampling methods, on the other hand, represent a 
compromise between variability and preservation of the properties 
of the random variable. 
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Figure 3.10 Direct (top) and reverse (bottom) stochastic transformation 
between scales, using the particle size of polymer dispersions as an example. 

Understanding the behavior of a multiscale system relying 
only on the variables available at the observation scale is usually 
difficult. Therefore, mathematical models describing the behavior of 



https://www.twirpx.org & http://chemistry-chemists.com

 

 

 

  

198 Multiscale Modeling of Heterophase Polymerization

multiscale systems based solely on the variables at the observation 
scale may be deficient. Multiscale models consist of two or more 
coupled models, each representing a different scale. In principle, 
such models should be able to provide a superior performance for 
describing the behavior of multiscale systems, compared to isolated, 
single-scale models [255]. 

Hoekstra et al. [256] suggested that some of the open questions 
remaining in the field of multiscale modeling and simulation include 
formulating a general theory or calculus of multiscale modeling (in-
volving scale bridging), dealing with the validation and verification 
of such models, and considering numerical error propagation. Since 
scale bridging always involves missing information, multidimen-
sional stochastic transformations should become a key component 
of multiscale modeling. Furthermore, considering stochastic vari-
ables will also help quantify the uncertainty propagation in general 
(not only numerical errors). Thus, a multiscale modeling theory 
based on the mathematics and transformations of multidimensional 
random variables is a promising topic for improving the modeling 
and simulation of multiscale systems, including of course, hetero-
phase polymerization systems. 

3.8.4 Full ab initio Multiscale Simulation 

Ab initio (from the beginning) simulation refers to performing the 
simulation of a process without any empirical (previously obtained) 
parameter. Only known values of physical constants and elemental 
properties of matter are required [257]. 

The term ab initio in simulation was first used by Parr, Craig, and 
Ross in 1950 [258]. In 1969, the first mention of ab initio simulation 
in polymers was done by Del Bene and Pople [259]. Particularly, they 
were considering the theoretical behavior of small supramolecular 
polymers formed by water (inspired by the polywater hype that 
happened during the late 1960s [260], a quite controversial topic, 
which was ultimately found to be caused by organic impurities [261]). 
Karpfen devoted, in the 1980s, to the ab initio simulation of different 
types of organic polymers [262–265]. These calculations only 
reached up to the macromolecular scale. Further scales have been 
reached in order to understand and describe selective adsorption 
of polymers on metal surfaces [266], the mechanical properties of 
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nanocomposites [267], radical stability in RAFT polymerization 
[268], charge in conjugated polymers [269], lignin depolymerization 
[270], and conformational fluctuations of DNA [271], just to mention 
a few. 

While still a challenge, with the continuous increase in human 
computational power, plus the improved knowledge of physical and 
chemical processes taking place at different scales, performing a 
full ab initio multiscale simulation of heterophase polymerization is 
closer to becoming reality every day. 
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Chapter 4 

Recent Advances and Future 
Perspectives in Heterophase 
Polymerization 

Heterophase polymerization is a scientific and industrial field with 
a long history of more than a century of discoveries and theoretical 
developments. The high complexity of heterophase polymerization 
processes, resulting from their multiscale and stochastic nature, has 
probably slowed down the progress in the basic understanding of 
all the mechanisms and phenomena involved. However, significant 
contributions have been continuously made for more than 100 years. 
Before reviewing the most recent advances in this field occurring 
in the last decade, it is also important to briefly reference the firm 
experimental and scientific ground supporting these developments. 

The first interest in heterophase polymerization resulted from 
the search of synthetic substitutes for natural rubber. These activities 
where initially carried out in industry and the cradle of heterophase 
polymerization stood in Elberfeld, Germany [1, 2]. The first industrial 
innovations were summarized by Frederick Marchionna and Royce 
Noble in the 1930s [3–5]. 

In 1953, Hermann Staudinger, the pioneer of macromolecular 
chemistry [6, 7] received the Nobel Prize in Chemistry acknowledging 
the development of the macromolecular theory [8]. His theory 
had a significant influence in all areas involving polymers and 
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greatly contributed to a better understanding of the chemistry 
of macromolecules. This included, of course, the rubber industry 
[9–11]. 

Macromolecular theory: Proposed by Hermann Staudinger in the 
1920s, it assumed that polymers were macromolecules obtained 
by covalent bonds between low-molecular-weight compounds. The 
theory accepted at the time was that polymers were noncovalently 
bonded aggregates of small molecules. However, later the aggregate 
theory has been found to be valid only for supramolecular polymers. 

Polymer latex (or just Latex): Stable colloidal dispersion of a 
polymeric substance in an aqueous medium. The term latex emerged 
because of the milky appearance of polymer dispersions, similar to 
certain plant juices denoted as latex by botanists. 

The knowledge gained in synthetic rubber was soon expanded 
to similar products, giving rise to the field of polymer latices (or 
polymer latexes) utilizing adventitiously water as polymerization 
medium. In 1966, D. C. Blackley published a two-volume 
comprehensive survey of the science and technology of polymer 
latices at the time [12]. Some years later, Robert Fitch edited the 
most relevant advances presented in the 1970 Symposium on 
Polymer Colloids (a more general concept that includes polymer 
latices), resulting in another landmark book on this topic [13]. 

Polymer colloid: Dispersion of fine polymer particles, preferentially 
in fluid media, and characterized by presenting considerably lower 
viscosity compared with polymer solutions at a given polymer content. 

Even though the most important scientific progress was made in 
aqueous polymer dispersions, the science of solvent-based polymer 
dispersions was also nicely summarized by Barrett in 1975 [14]. 

The scientific progress made in the 1960s and 1970s in the field 
of polymer colloids revitalized the interest in the topic and promoted 
a better understanding of heterophase polymerization and, 
particularly, polymer dispersions [15] and emulsion polymerization 
processes [16]. 

The most important breakthroughs in the science and technology 
of heterophase polymerization took place during the last decade of 
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the past millennium. New and revised books in the field summarized 
the newly gained knowledge in the mechanisms of heterophase 
polymerization [17–21]. 

At the beginning of the new millennium, Urban and Takamura 
edited a nice summary of the technology of polymer dispersions, 
from an industrial perspective [22]. Some years later, two graduate-
level textbooks on emulsion polymerization were published [23, 24], 
including the most recent progress in the field. 

Finally, some important publications in the field of heterophase 
polymerization during the last decade include a book exclusively 
devoted to miniemulsion polymerization [25], several chapters of a 
recent encyclopedia on polymers [26], and an updated edition of the 
textbook on emulsion polymerization edited by van Herk [27]. 

It is also relevant mentioning the most recent review on 
advances in heterophase polymerization presented by Jenjob, 
Seidi, and Crespy [28]. They highlight the progress of heterophase 
polymerization beyond the classical free-radical emulsion 
polymerization, reaching other reaction mechanisms, including 
ionic, metal-catalyzed, step-growth polymerization, and particularly, 
click-chemistry reactions. The formation of hybrid structures from 
nanoparticles (carbon nanotubes, quantum dots, graphene, etc.) and 
the use of different dispersion media (supercritical carbon dioxide, 
fluorinated solvents, etc.) are also mentioned. Particular interest is 
also placed on biomedical applications and the synthesis of precise 
macromolecular architectures. Such precise control of polymer 
architecture is possible thanks to a unique property of heterophase 
polymerization systems: The segregation effect. 

Click chemistry: Any stereospecific chemical reaction occurring in 
high yields, favoring a single reaction product (may result in easily 
removable inoffensive byproducts), insensitive to most environmental 
conditions, and easy to perform. For example: Thiol-ene reaction, 
Diels–Alder reaction. 

Segregation, compartmentalization, or confinement of reactive 
species in finely dispersed phases has a very important effect on the 
kinetics of polymerization, on the molecular mass distribution, on 
the particle size distribution, and on the particle morphology [29]. 
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Each growing particle in heterophase polymerization behaves as an 
individual nanoreactor [30], with its own composition, kinetics, and 
properties. The overall properties of the dispersion will be the result 
of the distribution of properties obtained inside each nanoreactor. A 
better understanding of the unique characteristics of heterophase 
polymerization will clearly allow additional progress in this exciting 
field. 

The purpose of this chapter is continuing describing the recent 
history of heterophase polymerization, by reviewing some of the 
most relevant advances reported in the last decade in the scientific 
literature, not covered in previous reviews. 

4.1 Surfactants and Dispersants 

Surfactants, dispersants, and stabilizers, in general, are one of the 
key ingredients in most heterophase polymerization formulations. 
Although they were already included in the recipes for the first 
emulsion polymerization, there is still much room for improvement 
in this area. The number of possible stabilizers used in heterophase 
polymerization increases every day. Currently there are more than 
20,000 different industrial surfactants available in the market, 
including at least 5000 different ingredients [31]. Considering 
that most heterophase polymerization formulations commonly 
use blends of commercial surfactants in different proportions, the 
number of possibilities increases dramatically. According to Steven 
Abbott, “single surfactants are generally unsatisfactory because 
they are in a useless part of surfactant space”; however, two useless 
surfactants become useful upon blending [32]. 

Although surfactants are mainly added for stabilizing the polymer 
dispersion, they may also have a negative effect during the final use 
of the product, as a result of migration [22]. In the late 1980s, an 
interesting idea emerged, consisting of binding the surfactants to 
the polymer chains, thus avoiding surfactant migration. This type 
of surfactants was denoted as reactive surfactants [33–38]. The 
remaining challenge, however, is to effectively achieve a complete 
reaction between the reactive surfactants and the polymer, as 
their reactivity and selectivity are usually low and depend on the 
particular polymerization system used. 
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Reactive (or polymerizable) surfactant: Surface active agent 
incorporating a reactive group, which can form covalent bonds with 
polymer chains. The reactive group can be an initiator (inisurf), a 
transfer agent (transurf), or a monomer (surfmer). 

Maleic anhydride is one of the preferred modifiers of surfactants 
because the anhydride ring easily reacts with different functional 
groups; it provides a polymerizable double bond to the surfactant, 
and it also leaves one ionizable carboxyl group, which contributes 
to the surface activity of the molecule. An additional advantage 
of maleic acid derivatives as surfmers is that they only hardly 
homopolymerize and have only a low tendency to copolymerize 
compared with the corresponding fumarates, which are easily used 
up in alternating copolymerization [39, 40]. Thus, fumarates will, 
to a larger extent, be buried inside the latex particles and lost for 
the stabilization of latex particles. Mekki et al. [41], for example, 
synthesized reactive surfactants using phenyl-modified linear 
alcohols of different length and maleic anhydride and used them 
for the emulsion polymerization of styrene. The general structure 
of these reactive surfactants is presented in Fig. 4.1. It was shown, 
however, that the overall polymer conversion was reduced (60– 
83%) when short alkyl chains (i.e., benzyl maleate) are used. 

O O 
O 

OH  
n 

Figure 4.1 Maleate esters of phenyl-modified linear alcohols used as reactive 
surfactants [41]. n = 1, 4, 7. 

Since maleate reactive surfactants usually present reactivity 
limitations, different chemistries have been explored. One 
alternative is polyoxyethylene alkylphenyl ether ammonium sulfate 
with an allyl group attached to the phenyl ring in meta position to 
the alkyl chain (Fig. 4.2), successfully commercialized by Dai-Ichi 
Kogyo Seiyaku (Japan) as Hitenol™ BC. Ovando-Medina et al. [42, 43] 
used Hitenol™ BC10 (10 units of ethylene oxide) in semicontinuous 
heterophase polymerization of methyl methacrylate. They found 
that Hitenol BC10 successfully incorporated into the polymer, as 
evidenced by differential scanning calorimetry and 1H nuclear 



https://www.twirpx.org & http://chemistry-chemists.com

226 Recent Advances and Future Perspectives in Heterophase Polymerization

 

 

 

 

 
 

 

magnetic resonance. As it can be seen, the ethylenic double bond 
of this surfmer is not hindered by oxygen atoms as in the case of 
maleate esters. 

O 
O 

S 
O -

O 

NH4 
+ 

n 

O 

Figure 4.2 Polyoxyethylene alkylphenyl ether ammonium sulfate (Hitenol™ 
BC10) used as reactive surfactant in heterophase polymerization [42]. n = 10. 

Another difficulty commonly found in reactive surfactants is that 
they can become buried inside the polymer particles, reducing their 
efficiency as colloidal stabilizers. A possible solution to this problem 
was presented by Herold et al. [44]. The proposed cationic surfmer, 
p-(11-acrylamido)undecanoyloxyphenyl dimethylsulfonium methyl 
sulfate (AUPDS) is shown in Fig. 4.3. The acrylamide reactive 
group is not hindered and provides good reactivity too. The main 
disadvantage of this cationic surfactant is that it is not compatible 
with initiators generating anionic end groups in the polymer (e.g., 
persulfates). 

NH O 

O 
OO O 

+S S -
O 

O 

Figure 4.3 p-(11-acrylamido)undecanoyloxyphenyl dimethylsulfonium methyl 
sulfate (AUPDS) cationic surfmer [44]. 

Albernaz et al. [45] tested this AUPDS surfmer in miniemulsion 
polymerizations initiated with AIBN, and confirmed by zeta potential 
measurements that the surfmer remains in the particle surface for 
poly(methyl methacrylate) and polystyrene as well as crosslinked 
copolymers. 

The stability of miniemulsions is usually improved by hydrophobic 
compounds (e.g., hexadecane) sometimes in an incorrect way (cf. 
below, p. 47) also denoted as co-stabilizers. Even though they are 
not surfactants, they help improve the stability of the miniemulsion, 
particularly against Ostwald ripening. Thus, Asua [46] proposed that 
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the concept of reactive surfactants can also be extended to reactive 
co-stabilizers, (i.e., hydrophobic monomers, initiators, or chain 
transfer agents), thus ensuring incorporation of those compounds 
into the polymer and avoiding unwanted side effects such as 
residual emissions of volatile organic compounds (VOCs) or reduced 
performance. He found that an optimal reactivity of the co-stabilizer 
is required for each miniemulsion system, in order to achieve good 
stability without degrading the final performance of the product. 

Returning to reactive surfactants, Itoh et al. [47] proposed a 
surface-active anionic macromonomer based on poly(L-glutamic 
acid), as illustrated in Fig. 4.4. The styrene-like end group guarantees 
good surfmer reactivity. The pH-responsive behavior of the 
polyelectrolyte chain is used to verify the presence of the surfmer at 
the surface of the particles. 

HO O 

NH 
NH 

n
O 

Figure 4.4 Poly(L-glutamic acid)-based macromonomer [47]. 

Using high-molecular-weight polymer surfactants and 
stabilizers is also a good approach for reducing migration and 
performance deterioration. In this case, since there are no chemical 
reactions involved, there is no need to worry about reactivity or 
surfactant burial. The most representative polymeric stabilizers 
include polyelectrolytes and amphiphilic copolymers. In the case of 
block copolymers, for example, two different blocks in the polymer 
chain are required, one compatible with the polymer particle and 
the other compatible with the continuous phase. Although block 
copolymers are already a mature technology [48], innovations in 
this field are still possible. Atanase and Riess [49] summarize some 
of the most recent developments in the field, particularly their use as 
stabilizers for oil-in-oil emulsions used, for example, when the use 
of moisture-sensitive monomers or catalysts is required, or when 
each oil phase must be polymerized by different polymerization 
mechanisms. Multiple emulsions and other elaborate systems can 
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also be stabilized using block copolymers. More recently, Sanders et 
al. [50] investigated the stability of block-random copolymers (one 
homopolymer block and one random copolymer block). According 
to the authors, this type of stabilizer shows a novel nucleation 
behavior during the emulsion polymerization of styrene, which is 
currently under further investigation. In addition, they concluded 
that these hybrid copolymer chains are capable of self-folding into 
single-chain nanoparticles, and small aggregates, resulting in stable 
dispersions. Thus, amphiphilic copolymers are able to stabilize 
polymer dispersions in the form of extended, partially solvated 
chains, or as collapsed amphiphilic particles [51]. The latter 
stabilization mechanism is also known as Pickering stabilization. 
Although Pickering stabilization is even older than heterophase 
polymerization itself [52, 53], its effect on the mechanisms and 
properties in heterophase polymerization still remains an active 
subject of research [54–56]. 

Pickering stabilizers: Colloidal particles capable of stabilizing a 
heterogeneous system by adsorbing at the interface between the 
dispersed and the continuous phases. 

The technology of amphiphilic block copolymers has greatly 
improved with the emergence of controlled polymerization 
mechanisms, as well as click-chemistry reactions. They allow a better 
control of topological structure of the block copolymer, resulting in 
linear-, cyclic-, and multiblock structures, which can also provide 
a better control on particle formation, polymer particle size, and 
stability in heterophase polymerization [57]. 

4.2 Controlled Radical Polymerization 

Controlled radical polymerization has become very important 
for heterophase polymerization, not only because it allows the 
synthesis of a wide variety of novel surfactants and stabilizers, 
but also because it allows a precise control of the architecture and 
molecular mass of the final polymer. From all types of controlled 
polymerizations, the reversible addition–fragmentation chain 
transfer (RAFT) process is perhaps the most promising for being 
used in heterophase polymerization [58]. The mechanism of RAFT 
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polymerization is similar to a conventional radical polymerization, 
but additional equilibrium reactions (depicted in Fig. 4.5) are 
present. Pn represents a growing polymer with chain length n, and 
X, Z, A, and R represent certain particular molecular groups (e.g., 
methylene or sulfur for both X and A). A radical is represented by a 
dot, and k denotes the rate coefficient of reaction. 

Pn Pn Pn + R 
kadd kβ 

k–βk–add 

X X XA A A 
R R 

Z Z Z 

+ 

Figure 4.5 RAFT mechanism. 

The balance between the forward and reverse reactions 
determines the degree of control of the polymerization. In one 
extreme, for example, if kadd << k–add, the system behaves as a 
conventional free-radical polymerization. On the opposite end, if 
kadd>> k–add, polymer chains will be unable to grow. For intermediate 
relationships, controlled chain growth will occur. Also, the balance 
between kβ and k–β determines the degree of chain transfer for 
starting new growing chains.
While successful implementations of RAFT heterophase 

polymerizations have been reported since the early 2000s, a great 
research effort is devoted to improving the understanding of the 
process, and the range of possible applications. 

Polymerization-induced self-assembly (PISA): Phenomenon 
that takes place when the growth of a second block, insoluble in the 
polymerization medium, on a soluble chain leads to the formation of 
block copolymers that self-assemble into nanoparticles. PISA can be 
performed in both emulsion (insoluble monomers) and dispersion 
(soluble monomers) polymerization. 

One of the most interesting phenomena observed during RAFT 
heterophase polymerization is polymerization-induced self-
assembly (PISA). This approach was developed in 2002 by Ferguson 
et al. [59] while trying to eliminate various difficulties observed in 
RAFT emulsion polymerization. For the sake of completeness, it 
should be mentioned that a similar approach is the application of 
water-soluble polymeric radicals (e.g., poly(ethylene glycol) azo-
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initiators) to initiate surfactant-free emulsion polymerization of 
hydrophobic monomers as described in Refs. [60–65]. This procedure 
can be used to make block copolymer as well as nanocomposite 
particles and can be considered preceding the PISA method.
	 During the last decade, PISA via RAFT heterophase polymerization 
has awakened the curiosity of polymer scientists [66–69]. Brotherton 
et al. [70] used in situ small-angle X-ray scattering for observing, 
for the first time, the morphology evolution of block copolymer 
aggregates during RAFT emulsion polymerization. They evidenced 
the evolution of block copolymer aggregates from spheres to worms 
to vesicles in the case of RAFT aqueous emulsion polymerization 
of 2-methoxyethyl methacrylate (MOEMA) on poly(glycerol 
monomethacrylate) (PGMA). Chernikova et al. [71] and Wang and 
An [72] published two recent reviews on this topic.
	 RAFT polymerization has been used for synthesizing different 
types of polymer nanoparticle dispersions, using emulsion [59, 
70, 73], dispersion [66, 67, 69, 73, 74], and miniemulsion [73, 75] 
polymerization. Even reactive surfactants, mentioned in the previous 
topic, have also been used with RAFT heterophase polymerization 
[76]. Palmiero et al. [77] summarizes the best practices for 
performing RAFT-controlled polymerization in aqueous heterophase 
polymerization.
	 Nitroxide-mediated polymerization (NMP) is another type of 
controlled polymerization mechanism, which has been explored 
in heterogeneous systems. NMP polymerization uses nitroxide 
structures, as radical traps due to the relatively stable (persistent) 
radicals formed by nitroxides (such as those depicted in Fig. 4.6). 
Their operating principle is similar to RAFT in the sense that 
an equilibrium reaction (reversible deactivation) controls the 
polymerization (Fig. 4.7).
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Figure 4.6  TEMPO radical (first structure from the left), and other stable 
nitroxide radicals commonly found in NMP.



https://www.twirpx.org & http://chemistry-chemists.com

231

Pn

Pn

R1
+

R1
R2 R2

kc

kd
N

N

O O

Figure 4.7  Controlling equilibrium reaction in NMP.

	 Heterophase NMP has been successfully implemented in 
heterogeneous systems where radical transfer from the dispersed 
phase is negligible, and particle nucleation is avoided. Ballard et 
al. [78, 79], for example, have used NMP in both miniemulsion 
and suspension polymerization processes. NMP emulsion 
polymerization has been challenging because of colloidal stability 
and polymerization control issues, although the introduction of 
water-soluble alkoxamines as initiators has been found to be a 
promising route [80]. Additional examples of heterophase NMP, 
including miniemulsion, microemulsion, dispersion, and suspension 
polymerization, are reviewed by Delaittre [81].
	 It is also possible to control the architecture of the polymer using 
macroinimers (macromonomer initiators) [82]. These compounds 
allow synthesizing branched, hyperbranched, star, arborescent 
polymers, and polymer brushes and other types of crosslinked 
polymer networks, using either conventional or controlled 
polymerization mechanisms.

O

P
O

OO O
-

Figure 4.8  Photoinitiator, 2-(bis(2,4,6-trimethylbenzoyl)phosphoryl) acetic 
acid (BAPO-AA), leading to snowballing radical generation [75].

	 On the other side of the spectrum, it is also possible to release the 
control on the radical polymerization process leading to ultrahigh-
molecular-weight (UHMW) polymers. Laurino et al. [83] found a 
particular type of photoinitiator (Fig. 4.8) capable of producing bi-

Controlled Radical Polymerization
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radical polymer chains, resulting in a snowballing radical generation, 
leading to the formation of polymer chains with UHMW, beyond 
107 Da. 

UHMW polymers (>106 Da) have also been reported by Carmean 
et al. [84] using RAFT aqueous polymerization. The key to UHMW 
polymers is the use of photosensitive iniferters (initiators with chain 
transfer activity), such as the trithiocarbonate presented in Fig. 4.9. 

O 

OH
S 

S 
S 

O 
HO 

Figure 4.9 Photosensitive iniferter, 2-(2-carboxyethylsulfanylthiocarbonylsulf- 
anyl)-2-methylpropionic acid, used in the synthesis of UHMW polymers [84]. 

Liu et al. [85] review the latest developments in heterophase-
controlled polymerization, particularly when it is performed at 
room temperature. 

4.3 Kinetics and Mechanisms 

Despite the huge progress achieved so far in understanding 
heterophase polymerization kinetics and its underlying 
mechanisms, experimental information on particular systems is 
still needed. The number of factors involved in heterogeneous 
polymerization systems is usually larger compared to any 
homophase polymerization process. Not only is the number of 
components increased (by including one or more stabilizers), but 
also the polymerization system becomes more sensitive to process 
conditions (e.g., temperature, pH, ionic strength, stirring, and 
mechanical strain). Thus, there are still continuous efforts toward a 
better comprehension of heterophase polymerization kinetics and 
mechanisms for particular polymerization systems [86–94]. 

Another aspect of ongoing interest in heterophase polymerization 
is swelling of polymer particles. Ferapontov et al. [95] proposed 
different models for describing the swelling of hydrophilic polymer 
gels in electrolyte solutions. According to their findings, the internal 
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structure of the polymer particle is not homogeneous as usually 
assumed but may present particular arrangements. In their example 
considered, a layered, sandwich-type structure seems to better 
describe their experimental results. Tauer et al. [96–98] recently 
questioned the relevance of molecular diffusion in the swelling of 
polymer particles. They found that monomer droplet–polymer 
particle collisions are probably the main driver of particle swelling 
in emulsion polymerization. They also remarked the importance of 
spontaneous emulsification in the formation of polymer particles. 
These results are consistent with the dynamics of molecular 
aggregates described in the previous chapter. 

Another assumption recently questioned by Tauer et al. [99] is 
the effect of oxygen and other gases on the kinetics of heterophase 
free-radical polymerization. Oxygen, on one hand, may accelerate 
or decelerate the polymerization depending on the polymerization 
conditions and on the phase where radicals are generated. 
Furthermore, oxygen as well as any other gas present in the system 
may dissolve in the continuous phase affecting mass transfer 
phenomena. A very special influence of air dissolved in the aqueous 
phase was observed during particle nucleation experiments. The 
reproducibility of the experimental data could be drastically improved 
when the aqueous phase was degassed prior to the experiments 
[100]. A similar effect was observed when styrene quiescently was 
placed on top of water and the equilibration of styrene in water was 
followed with multi-angle laser light scattering [101]. During the 
equilibration period, the scattering intensity increased for degassed 
water much stronger than for water saturated with air. The increase 
in the scattering intensity goes along with the formation of styrene 
drops (cf. Section III). The origin of both effects is not clear yet. At 
the moment, the most plausible explanation is the influence, in the 
sense of heterogeneous nucleation, of tiny associates of air molecules 
(nanobubbles) on the formation of particles and droplets in the first 
and second examples, respectively. 

As it can be seen, any material present even in small amounts 
in a heterophase polymerization system may have a significant, 
unexpected effect, either on the kinetics of reaction or on the final 
product properties. For example, Wei et al. [102] found an interesting 
effect of the type of polymerization (bulk or heterophase), and the 
initiation mechanism on the thermal stability (against aging and 
degradation) of different polymers. The exact underlying mechanism 
is still a matter of investigation. 
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4.4 Process Engineering 

It has been frequently said that “emulsion polymers are products 
by process” [103]. However, this is also true for all other types of 
heterophase polymers. Relatively small changes in reactor design, 
reactor operation, and polymerization conditions may result in 
completely different products. Even changes in the fluctuation of 
certain process variables result in completely different molecular 
mass and/or particle size distributions, affecting product 
quality. Thus, improvements in online monitoring and control of 
heterophase polymerization processes are required for reducing off-
spec products and optimizing process performance. Frauendorfer et 
al. [104], Reed and Alb [105], as well as Haven and Tunkers [106] 
recently compiled the state of the art of the most important methods 
for characterizing and monitoring polymerization reactions, 
including spectroscopic methods, calorimetry, rheology, light 
scattering, chromatographic methods, and flow-through detectors in 
general. Monitoring heterophase polymerization systems represent 
an additional degree of complexity because of their heterogeneous 
nature. Scattering methods, for example, may fail for the usually high 
concentration of scatterers present in industrial processes, and thus 
specialized methodologies are sometimes required. Backscattering 
inline turbidity has been found to be a good and versatile alternative 
for different heterophase polymerization systems [107]. Feng et 
al. [108] used a fluorescence spectroscopy method for monitoring 
the kinetics of methyl methacrylate microemulsion polymerization, 
employing N-(2-anthracene) methacrylamide as a fluorescent 
probe. Ghasemi et al. [109] monitored the kinetics and particle 
size distribution in the emulsion polymerization of styrene using 
electrical impedance spectroscopy. They found that polymerization 
kinetics can be monitored at high frequencies (>1 kHz), whereas 
particle size is observed at low frequencies (~1 Hz). They also 
tested this method for monitoring the kinetics of the inverse-phase 
emulsion polymerization of acrylamide [110]. In this case, particle 
size was monitored by measuring electrical conductance, and their 
results were validated using offline dynamic light scattering particle 
size determinations. 

Electrical impedance spectroscopy (EIS): Spectroscopic technique 
that determines the electrical impedance (resistance or opposition to 
alternating electrical current) of a material as a function of frequency. 
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Alternatively, Houben et al. [111] explored the possibility of 
simultaneously determining monomer concentration and particle 
size using in situ Raman spectroscopy. This is possible when two 
different comonomers are used, but when the number of comonomers 
increases, only the overall conversion can be determined by this 
method. 

Raman spectroscopy: Spectroscopic technique that determines 
vibrational and other low-frequency modes of molecules, by inelastic 
(non-conservative) scattering of photons. 

Yamamoto et al. [112] explored the use of laser ionization time-
of-flight mass spectrometry for determining oligomers present in 
the local microenvironment of emulsion polymerization systems and 
concluded that this method can be useful for monitoring the early 
stages of the process. Indeed, this was already earlier shown in a 
study of surfactant-free emulsion polymerization of styrene initiated 
with potassium peroxodisulfate [113]. These results support the 
existence of at least ten different combination of end groups. These 
are three non-ionic (hydrogen, hydroxyl, and the combination), 
three ionic (sulfate, carboxylate, and the combination), and the 
four combinations of the ionic with the nonionic end groups. The 
results prove the importance of peroxodisulfate side reactions 
with water and/or chain ends and are particularly important 
for particle nucleation because the aggregation of oligomers is 
strongly influenced by the nature of the end groups. A more precise 
identification of the oligomers present in the continuous phase 
during heterophase polymerization can be achieved by coupling the 
MALDI-TOF MS (matrix-assisted laser desorption ionization time-
of-flight mass spectrometry) technique with SEC (size exclusion 
chromatography) [114]. 

Matrix-assisted laser desorption ionization time-of-flight mass 
spectrometry (MALDI-TOF MS): Spectrometric technique that 
determines the mass of macromolecules by ionizing a sample with 
a laser, resulting in minimal fragmentation of the macromolecules 
thanks to the effect of the absorbing matrix (e.g., sinapinic acid). 
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Size exclusion chromatography (SEC): Chromatographic technique 
that separates a mixture of molecules according to their hydrodynamic 
volume, by retaining smaller molecules in the pores of solid beads 
packed in a column. When the molecules are transported by a liquid 
mobile phase, it is called gel permeation chromatography (GPC). 

An alternative strategy for monitoring heterophase 
polymerization processes consists of implementing mathematical 
estimation models from readily available process measurements. 
This, of course, requires the formulation of simple and approximate 
but reliable mathematical models of the process. Those models 
are usually denoted as meta-models, surrogate models, reduced-
order models, estimators, observers, or soft-sensors [115]. Meta-
models are useful also for process optimization and control tasks. 
Madhuranthakam and Penlidis [116], for example, developed a 
surrogate model based on artificial neural networks (ANN) for 
the emulsion copolymerization of nitrile butadiene rubber, which 
was then used for minimizing off-spec product generation. This 
ANN estimates different variables in the polymerization process, 
including monomer conversion, copolymer composition, average 
molecular weight, branching, and number of particles. In another 
example, Kang et al. [117–119] have been developing soft-sensors for 
estimating the time evolution of the molecular weight distribution in 
gas-phase polyolefin polymerization. These models were also used 
for minimizing off-spec product during grade transitions. Irzhak et 
al. [120] reviewed the estimation of molecular weight distributions 
and branching in crosslinked polymers using rheological and 
relaxation properties of the polymer. Adequate physical models 
of the polymers are required for obtaining accurate structure-
properties predictions. 

Artificial neural network (ANN): Mathematical model inspired by 
biological neural networks, based on the interaction between different 
units of nonlinear mathematical functions (artificial neurons). 

The main requirement of meta-models is fast and robust 
computation. For that reason, more precise but complex models 
are uncommon for process monitoring, optimization, and control. 
However, progress in computational capabilities (including 
parallel computation, for example) and innovations in multiscale 
model integration allow using better models in process systems 
engineering. Chaloupka et al. [121] successfully implemented a 
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multiscale hybrid Monte Carlo model for predicting the molecular 
architecture of different copolymers, solving the model within just 
a few seconds. These levels of computational efficiency allow using 
multiscale models in demanding tasks such as real-time dynamic 
optimization (RT-DO) and nonlinear model predictive control 
(NMPC). Marien et al. [122] also used kinetic Monte Carlo simulation 
of samples of particles for estimating the evolution of both particle 
size and chain length distribution in miniemulsion polymerization. 
Urrea-Quintero et al. [123] developed a reduced-order multiscale 
model for predicting secondary particle nucleation, particle size 
distribution, and polymerization kinetics in emulsion polymerization. 
Even though the proposed model is a computationally efficient 
approximation, it incorporates models at three different scales: 
microscopic, mesoscopic, and macroscopic. This model is expected 
to be used for a better control of particle size and morphology. 

Real-time dynamic optimization (RT-DO): Model-based 
mathematical procedure continuously evaluates and manipulates 
process conditions to maximize the economic productivity of an 
operating plant. 

Nonlinear model predictive control (NMPC): Advanced process 
control method used to regulate certain process variables while 
satisfying a set of optimization constraints, verified by means of a 
nonlinear model of the plant. 

In terms of process control, Zubov et al. [124] presented 
an example of a successful NMPC implementation for a semi-
batch emulsion copolymerization reactor at a pilot-plant scale, 
demonstrating the feasibility and advantages of this approach. 
Colegrove et al. [125] presented different examples for the control 
of copolymer composition manipulating the feed rates of the 
different monomers and using online spectroscopy. Particularly for 
heterophase polymerization, they recommend using inline fiber 
optic Raman spectroscopy for determining solid contents. Gerlinger 
et al. [126] also used inline Raman spectroscopy in combination 
with online calorimetry and mechanistic model-based soft-sensors 
for an NMPC of particle morphology in a multistage semi-batch 
emulsion polymerization. The authors also explored using online 
transmission electron microscopy (TEM). Although not successful, 
online TEM is a promising technology for particle control that 
requires further development. 
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Transmission electron microscopy (TEM): Microscopy technique 
that uses the intensity of a beam of electrons transmitted through the 
sample, to create an image. 

Cho et al. [127] observed that the particle size obtained by 
dispersion polymerization can be controlled during polymerization 
by adjusting the reaction temperature and the composition of the 
continuous phase. By feeding water to the original ethanol medium, 
the polymerization may eventually switch from dispersion to 
emulsion polymerization. They also found that larger clusters of 
particles can be obtained by emulsifying the dispersion in hexadecane. 
A different alternative for controlling particle size was proposed by 
Nauman et al. [128] for the miniemulsion polymerization of methyl 
methacrylate. They used a porous glass membrane with different 
pore sizes for adjusting the final polymer particle size. Hydrophobic 
initiators are required for minimizing secondary particle nucleation 
in the continuous phase. 

4.5 Green Chemistry and Engineering 

Heterophase polymerization (aqueous, supercritical fluids, or 
inert media) emerged as an environmentally friendly alternative 
to the organic-solvent-based synthesis of polymers [129]. Thus, 
from the beginning it has been a green chemistry approach for 
making polymers. Generally, not only the process and the products 
should be considered when discussing the “greenness” of a certain 
technology but much more the whole procedure from the cradle to 
the grave. Accordingly, it is required considering the footprints of all 
ingredients, over their use in the production process to fabricate the 
product, up to the disposal of the applied products at the end of their 
service life. 

Green chemistry (or sustainable chemistry): Design of chemical 
products and processes reducing or eliminating the use or generation 
of substances hazardous to living beings and the environment. 

Green chemistry was formally proposed in the 1990s as a 
science-based strategy for minimizing the environmental impact 
of industrial chemistry. Anastas and Warner [130] summarized the 
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main concepts of this strategy in a practical guiding list called the 12 
principles of green chemistry. 

12 Principles of Green Chemistry: 
1. Waste prevention 
2. Atom economy 
3. Less hazardous chemical syntheses 
4. Designing safer chemicals 
5. Safer solvents and auxiliaries 
6. Design for energy efficiency 
7. Use of renewable feedstocks 
8. Reduce derivatives 
9. Catalysis 

10. Design for degradation 
11. Real-time analysis for pollution prevention 
12. Inherently safer chemistry for accident prevention 

12 Principles of Green Engineering: 
1. Inherently nonhazardous material and energy inputs 
2. Prevention instead of treatment 
3. Design for separation 
4. Maximize mass, energy, space, and time efficiency 
5. Output-pulled rather than input-pushed 
6. Conserve complexity 
7. Targeted durability, not immortality 
8. Meet needs, minimize excess 
9. Minimize material diversity 
10. Energy and material integration 
11. Design for commercial “afterlife” 
12. Renewable rather than depleting 

Some years later, Anastas and Zimmerman [131] proposed an 
equivalent list of 12 principles of green engineering, focusing 
more on the industrial plant rather than on the R&D lab. Zhang and 
Dubé [132] recently presented a nice review of the applications 
of the principles of green chemistry and engineering on emulsion 
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polymerization processes. They considered different relevant 
aspects of sustainable polymer chemistry, including greener raw 
materials, safer and more efficient processes, and negative-impact 
prevention strategies. 

Raw materials for heterophase polymerization include mono-
mers, dispersing media, stabilizers, catalysts, and other additives. 
Novel materials used in heterophase polymerization should 
preferably be sustainable and inherently safe along its life cycle 
(from cradle to grave). While renewability is desirable (7th green 
chemistry and 12th green engineering principles), unfortunately it 
does not guarantee sustainability. A raw material can be considered 
truly sustainable only when: (i) the local and global demand rate of 
the material is smaller than the rate of renewal; (ii) renewing the 
material does not compromise the sustainability of any species or 
community; and (iii) the overall cost of renewing the material is 
competitive. Employing materials whose rate of renewal is very low 
compared to its demand, requiring several years for renewing its 
monthly consumption for example, is not sustainable in the long term. 
A vegetable-based material requiring very large cultivation areas, 
compromising human food security, or putting in risk other native 
vegetal or animal species cannot be considered sustainable either. 
Finally, the overall cost (including both economic and environmental 
costs) should be low in order to become an attractive alternative 
for the manufacturers. In the case of surfactants, stabilizers, and 
additives in general, the low demand and high cost of current 
alternatives allow finding interesting sustainable alternatives for 
heterophase polymerization. Abundant renewable by-products 
from other industries are also relatively cheap attractive sources of 
materials, as it was shown by Schmidt et al. [133], who synthesized 
effective stabilizers for heterophase polymerization using lignin 
residues from the paper industry. In the case of monomers, the 
large demand of material represents a challenge for sustainability. 
The most important sources of renewable monomers include 
[132] terpenes, vegetable oils and derivatives (including glycerol), 
and sugars. Terpenes provide a rich, diverse chemistry, usually 
containing unsaturations. However, they may not be sufficiently 
reactive for free-radical polymerization. Furthermore, they are 
usually present in relatively small amounts in plants, requiring large 
cultivation areas for high-volume production. Thus, terpenes should 
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be considered an interesting source of specialty monomers, but 
probably not as main backbone monomers. Vegetable oils have been 
used as raw materials in polymerization processes for a long time. 
Their main disadvantage is their limited capability for replicating the 
polymer properties obtained with the most important monomers 
used in heterophase polymerization. Glycerol-derived monomers 
are very promising, but their availability is limited by the production 
of biodiesel and fatty acids obtained from vegetable oils. Just to get 
an idea of the issue, the worldwide production of crude glycerol 
from biodiesel in 2008 was estimated in 0.19 MTon/year [134], 
whereas the production of styrere-butadiene rubber alone in 2014 
required more than 7 MTon/year of monomers [135]. On the other 
hand, while worldwide sugar production is larger, care must be 
taken not to compromise human food security. Thus, the search for 
truly sustainable monomers is still active. One potential approach 
is synthesizing monomers from residual biomass. According to the 
European Commission [136], 440 MTon of agricultural residues 
were produced in Europe by 2017, whereas the worldwide polymer 
production (excluding certain synthetic fabrics) reached 348 
MTon in the same year [137]. In this direction, Vobecka et al. [138] 
reported the synthesis of the renewable monomer α-methylene-
γ-valerolactone, suitable for radical heterophase polymerization, 
obtained from γ-valerolactone produced from cellulosic biomasses. 
Recently, Hatton [139] summarized the current developments in the 
synthesis of monomers useful for RAFT-controlled polymerization, 
from renewable resources. 

Ionic liquids: Salts with relatively low melting point. Thus, at typical 
processing temperatures, these salts are found in the liquid state. 

Green products must also be inherently safe along its full life cycle. 
For heterophase polymerization, it implies that (i) all raw materials 
(especially monomers and dispersing media) should be nontoxic 
and nonhazardous, (ii) no hazardous by-products are obtained as 
a result of the polymerization, (iii) the polymer dispersion itself is 
inherently safe during storage and use, and (iv) the polymer has no 
negative environmental impact at the end of its service life. While 
water, supercritical CO2, ionic liquids, and low-molecular-weight 
poly(ethylene glycol)s are green alternatives for the dispersing 
media [140], inherently safe monomers are challenging, particularly 
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for radical polymerization processes. Any radical-polymerizable 
molecule is usually highly reactive inside living cells because free 
radicals are produced during mitochondrial respiration [141]. 
For that reason, those monomers tend to be toxic in any way. It is, 
therefore, desirable finding alternative non-radical polymerization 
mechanisms if inherently safe monomers must be used. Otherwise, 
rigorous controls and careful manipulation of these materials 
will always be required in order to avoid negative environmental 
and health issues due to heterophase polymerization. In addition, 
most petroleum-based monomers are considered volatile organic 
compounds (VOCs) and are tightly regulated because of their 
health and environmental problems. Another challenge for finding 
alternative inherently safe monomers is cost, as they must be 
competitive in order to successfully replace industrially common 
non-inherently safe monomers. 

Volatile organic compounds (VOCs): Any organic compound with a 
low boiling point (£250°C) at standard atmospheric pressure. 

Polymers, on the other hand, are in general safer than their 
building blocks. For that reason, at the end of a polymerization 
process, the most common hazardous by-product residue is free 
monomer (and VOCs in general), since 100% monomer conversion is 
unfeasible in industrial processes. De San Luis et al. [142] presents a 
comprehensive review of the different methods employed to remove 
VOCs from the final polymer, thus reducing exposure risks during 
its intended end use. Some methods covered include devolatilization 
(using a stripping agent such as steam, nitrogen, or air), post-
polymerization (addition of initiators at the end of the process), 
use of highly reactive comonomers, adsorption (using ion-exchange 
resins, activated carbon, or molecular sieves), and supercritical CO2 
extraction. Another source of VOCs in dispersion polymerization and 
inverse emulsion polymerization is the dispersing medium itself. 
When the nature of the dispersing medium cannot be changed, it 
should at least be reduced. This can be achieved by designing higher 
solid content polymer dispersions [143, 144]. Even aqueous-based 
polymer dispersions benefit from increasing the solid content due 
to lower transportation costs, reduced water footprint, and also 
performance improvement for certain applications. 
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Ionic liquids have been explored as dispersing media, but also 
they have been considered monomers [145], surfactants [146, 147], 
and catalysts (initiators) [148] in heterophase polymerization. Care 
must be taken when using ionic liquids since some of them, although 
nonvolatile, may be highly toxic [149] and thus, not inherently safe. 

Persistent organic pollutants (POPs): Any organic compound 
resistant to environmental degradation (chemical, biological, or 
photolytic). 

Another environmental concern with polymers is the possibility 
of migration of their additives, ultimately impacting the environment 
[150]. Salts of perfuorooctanoic acid (SPFOA) are optimum stabilizers 
for tetrafluoroethylene (TFE) emulsion polymerization to produce 
the polymer PTFE. However, there exist massive environmental, 
health, and safety concerns connected with this stabilizer due to 
its long-time stability if released to the environment. SPFOAs are 
neither by natural reactions nor biologically degradable; they are 
omnipresent and have been detected in water, animals (fishes, 
birds, and even in polar bears), and human blood. In Europe, 
these surfactants are forbidden. Since fluoropolymers have unique 
properties and are used for very special applications, the search 
for alternative surfactants is an active topic [151–154]. Thus, it is 
desirable using non-persistent, inherently safe additives. This means 
that additives must be nonhazardous and degradable, and also the 
degradation products must be safe. This is particularly important for 
the surfactants and stabilizers used in heterophase polymerization, 
which can easily migrate toward the environment. Istratov et al. 
[155], for example, investigated the synthesis of polystyrene by 
heterophase polymerization using block copolymers of polylactide 
and poly(ethylene glycol) as biodegradable surfactants. Alternatively, 
reactive dispersants [156] and reactive surfactants, such as those 
mentioned in Section 4.1.1, are environmentally friendly solutions. 
Furthermore, the ideal solution would be completely removing the 
surfactant from the polymer dispersion, as it is the case of surfactant- 
or emulsifier-free polymer dispersions [157–160]. The stability of 
surfactant-free dispersions is achieved thanks to the presence of 
ionic blocks in the polymer chains, coming from ionic/ionizable 
comonomers, chain transfer agents, or initiator fragments. 
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Finally, it is important to produce polymer dispersions where the 
polymer chains are environmentally friendly. One of the most critical 
issues for the sustainability of the polymer industry is perhaps the 
persistence of polymers in the environment, particularly when 
dealing with micro- and nanoparticles [161], as is the case of 
polymer dispersions. It is, therefore, important to design polymer 
materials where their lifetime matches their expected service life 
[162]. For example, a disposable single-use material such as food 
packaging should not last longer than the food product contained. 
Fine-tuning the environmental lifetime of polymers to their intended 
application is an important challenge for our immediate future. For 
instance, microplastic in the oceans is human made in the sense that 
the material at the end of its service life is not properly disposed but 
released to the environment in an uncontrolled way. Collecting and 
recycling of polymeric materials should be consequently enforced 
or endorsed, thus avoiding unwanted and harmful effects for 
Mother Nature. Recent reviews on the synthesis of biodegradable 
and sustainable polymers were published by Lendlein and Sisson 
[163] and Thakur and Thakur [164]. Waste prevention can also be 
achieved using any of the following techniques: reducing, repairing, 
regenerating, reusing, recycling, and recovering. Reducing material in 
a product is a design challenge, involving using higher-performance 
components allowing meeting the product specifications with less 
material. Repairing and regenerating, when possible, is another 
important method for reducing the generation of waste. Particularly, 
self-repairing or self-healing materials may extend the service 
lifetime of the products, by responding to a certain damage 
stimulus to recover the material properties [165]. Reusing (without 
further processing) and recycling (processing required) are also 
important strategies for reducing polymer wastes [166]. Their main 
disadvantage is the irreversible cumulative deterioration of polymer 
performance. In that sense, supramolecular polymers may provide a 
technological solution to self-healing and recycling while preserving 
the original polymer properties [167, 168]. Finally, when all other 
strategies fail, mass and energy can be recovered by thermal and 
combustion processes. In order to improve this last alternative, 
polymers should avoid (or at least reduce) the use of additives that 
may release hazardous materials during combustion (such as heavy 
metals, for example). 
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Self-healing (self-repairing or self-mendable) materials: Any 
material with the ability to transform physical energy into a chemical 
and/or physical response to heal the damage (recovering its initial 
properties), as a response to a particular external stimulus. 

4.6 Product Innovation in Polymer Dispersions 

Self-healing, mentioned in the previous section, requires the response 
of the material to an external stimulus related to damage. Any 
material responding to an external stimulus, in general, is denoted as 
a smart material. Smart polymers, in particular, have been greatly 
explored [169]. Smart polymers may respond to different types of 
stimuli, including temperature, pH, ionic strength, light, ultrasound, 
mechanical stress, magnetic fields, voltage, concentration of specific 
compounds (e.g., enzymes, glucose, solvents, etc.), and even fire 
[170]. The most common response of smart polymers is phase 
change (from polymer solution to polymer dispersion and back). 
Smart polymer dispersions can be prepared using different types 
of heterophase polymerization processes [171–177]. Certain multi-
stimuli responsive smart polymers may also change as a result of 
different stimuli, such as temperature and pH [178], temperature 
and ionic strength [179, 180], and many other combinations 
[181–183]. Smart materials, as already mentioned, can be used for 
self-healing applications but also for light-induced self-cleaning 
[184, 185], sensors [173, 186], and controlled chemical-delivery 
applications [187–190]. Some of these applications benefit from 
carefully controlled particle morphologies [191]. 

Smart (intelligent or responsive) materials: Any material whose 
properties change significantly as a result of an external stimulus. 

The morphology of structured polymer particles can be 
controlled either kinetically (via multistage monomer-starved 
heterophase polymerization), or thermodynamically (swelling and 
phase separation), or by a combination of both [192]. Vonka and 
Kosek [193] present a thermodynamic model for describing reaction-
induced phase separation and phase inversion in heterophase 
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polymers. More recently, Hamzehlou et al. [194] proposed an 
integrative model of particle morphology distribution considering 
both kinetic and thermodynamic effects. Different types of particle 
morphologies can be obtained, including core–shell structures 
[179, 195–197], raspberry-like particles [198–201], confetti-like 
particles [201, 202], Janus particles [202–205], hollow particles 
[206], mesoporous particles [207, 208], and others [202, 209–211]. 
Particle morphology may also be controlled by adjusting the surface 
chemistry of the seed particles, producing particular topologies 
ranging from Janus particles to heterogeneous nanoporous particles 
[212]. It is also possible to control morphology with the assistance of 
pre-determined templates, which are removed after polymerization 
[213, 214]. 

Janus particles: Inspired by the two-faced roman god Janus, the 
surface of this type of particles has two clearly distinguishable regions 
with significantly different properties. 

Most of these morphologies involve non-spherical particles. 
Typically, polymer particles made by heterophase polymerizations 
are of spherical shape as the interfacial free energy tends to be 
minimized as long as the mobility of the matter inside the particles 
during polymerization stays high enough. At the end of normal 
heterophase polymerizations, the spherical shape of hydrophobic 
polymers is frozen in as long as the temperature is lower than the 
glass transition temperature of the polymer. However, particles 
composed of amphiphilic polymers (amphiphilic particles) may, 
despite the glass transition temperature of the polymer, change 
their shape in dependence on the solids content. These particles 
made of gradient-like copolymers (e.g., polystyrene-co-poly(styrene 
sulfonate)) reversibly change their shape from spheres (e.g., at solids 
content above 1%) to rod-like, ring-like, and web-like structure upon 
dilution [215]. 

The production of non-spherical particles requires special 
measures during the polymerization. The popular way to produce 
non-spherical, particularly ellipsoidal, particles is a multistage, 
typically three-stage batch heterophase polymerization procedure 
using classical techniques. These techniques require in the first 
and second stage the preparation of composite particles containing 
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both a linear and a crosslinked fraction of polymers, respectively, 
as spherically shaped seed. The formation of anisotropic particles 
happens during swelling in the third polymerization and is 
controlled by the entropy gain of the linear fraction in the semi-
interpenetrating network [216–219]. 

Another direct synthetic route to control the shape of polymeric 
particles is using microfluidic devices for monomer droplet formation 
or deformation, respectively, followed by fast photo-polymerization 
in the capillary channels [220, 221]. 

There is still a third, non-polymerization route to non-spherical 
particles, which is the mechanical deformation/stretching of 
preformed particles embedded in rubbery films [222–227]. 

A great variety of polymer particles with various unconventional 
shapes and morphologies have been developed by the research 
group of Masayoshi Okubo in Kobe, Japan. An incomplete list of his 
landmark studies [228–231] illustrates the possibilities. 

Potential application possibilities for non-spherical or anisotropic 
polymeric particles are biomedical as well as electronic areas [232], 
and more possible fields are mentioned in the cited papers. 

Structured polymer particles in general can be considered 
composite particles, since they incorporate multiple solid phases 
within each dispersed entity. Furthermore, when the particles or their 
internal structures present at least one characteristic dimensions 
below 100 nm, they are denoted as nanocomposites [233–239]. 
Nanocomposites can be synthesized incorporating different types of 
nanoparticles, including carbon nanotubes [235], inorganic oxides 
[240, 241], silica [237, 242–244], clays [233, 239, 245], fibrillated 
cellulose and whiskers [234, 246], carboxymethyl cellulose [247], 
and others. When the composite particles include a polymer phase 
and an inorganic phase, they are usually denoted as hybrid particles 
[248, 249]. An innovative approach for incorporating inorganic 
components to polymer particles is using inorganic molecules as 
surfactants or stabilizers in heterophase polymerization [250, 
251]. Jensen et al. [252] reviews the recent developments in the 
synthesis of hybrid particles by heterophase polymerization. Hybrid 
particles can be used for specific applications such as sensors [253] 
or nanocapsules [254], but in general they are used for improving 
specific properties of the polymer, such as electronic, dielectric 
and magnetic properties, surface properties (adhesion, wettability, 
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catalytic, antibacterial, etc.), optical properties, mechanical 
properties, and thermal and degradation-resistance properties just 
to mention a few [255–257]. 

Conjugated polymers: Macromolecular chains whose backbone is 
composed of alternating single and double bonds. This configuration 
facilitates electron motion along the chain, providing electrical 
conductivity, photoluminescence, and magnetic properties. 

While electro-optical properties of polymers can be significantly 
improved using hybrid composites, all-polymer systems can also 
provide the desired performance, particularly for electronics and 
energy applications. This is achieved by means of conjugated 
polymers. Conjugated polymers have received recent considerable 
attention [258], particularly in the form of nanoparticles [259] 
obtained by microemulsion polymerization [260, 261], miniemulsion 
polymerization [262, 263], dispersion polymerization [264], 
and emulsion polymerization [265–267]. It has also been found 
that heterophase polymerization of conjugated polymers can be 
influenced by the presence of short-chain alcohol “co-surfactants” 
[260, 265], affecting monomer conversion, polymer particle size and 
morphology, polymer structure, and polymer conductivity. 

Furthermore, preparing nanocomposites of inorganic materials 
with conjugated polymers emerges as an interesting alternative for 
improved conductive and photoactive properties. Castillo-Reyes et 
al. [268], for example, synthesized TiO2/polypyrrole nanomposites 
as photocatalysts for the visible light degradation of methylene 
blue. Photoactive compounds, such as photocatalysts [269] and 
light stabilizers [270], have also been incorporated to polymer 
dispersions by miniemulsion polymerization. Ghasimi et al. [271] 
also prepared heterophase photocatalysts for the degradation 
of organic dyes and chromium (VI) reduction using conjugated 
polymers modified with ionic-liquid species. Hu et al. [272] found 
that polystyrene particles decorated with polypyrrole prepared by 
heterophase polymerization can also be used to remove chromium 
(VI) by ion adsorption on the surface of the particles. 

Dou et al. [273] prepared magnetic hybrid nanocomposite 
particles incorporating magnetite (Fe3O4) into the polymer by photo-
initiated miniemulsion polymerization. Bonnefond et al. [274] were 
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also able to obtain magnetic particles by emulsion polymerization 
using magnetic ionic-liquid surfmers derived from 1-vinyl-3-
dodecyl-imidazolium. Paramagnetic behavior was observed even 
using only 2% magnetic surfmer in the formulation. 

4.7 Novel Applications of Heterophase 
Polymerization 

Heterophase polymerization has been traditionally employed to 
prepare polymer dispersions for paper surface sizing and coating, 
printing inks, protective and decorative coatings, automotive 
coatings, adhesives, carpet backing and laminating, leather finishing, 
bonding non-wovens, modification of asphalts and plastic materials, 
and for dipping gloves and other rubber products [22, 27]. Advances 
in heterophase polymerization technology result in the continuous 
improvement of current applications [275, 276] and the development 
of new markets. 

Bioassay: Analytical method used to determine, qualitatively or 
quantitatively, the concentration, activity, or relative potency of 
a specific compound in a sample, by observing its effect on living 
organisms (in vivo) or cell/tissue cultures (in vitro). 

Perhaps the most significant innovations in the use of hetero-
phase polymerization products can be found in the biomedical field. 
Biomedical applications of polymer dispersions include diagnostic 
markers, bioimaging, analytical bioassays, excipients and carriers 
of drugs and biomolecules, and tissue engineering and regenerative 
medicine [277–280]. 

Generalova et al. [281] recently reviewed the use of polymer 
dispersions in biomedical assays and cell labeling. The general 
principle consists of functionalizing the polymer particle with 
complementary stereospecific molecules for the corresponding 
biological analytes (e.g., antibodies, enzymes, DNA, etc.). Such 
high-affine host–guest interactions include antigen–antibody, 
carbohydrate–lectin, and receptor protein–transport protein, just to 
mention a few. Conjugation of biomolecules can be done simply by 
adsorption on the particle surface, by covalent bond formation or by 
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molecular imprinting [282, 283]. Quantitative determination of the 
analyte can be done by different methods, including turbidimetry 
(when latex agglutination occurs), photoluminescence (e.g., 
fluorescence, when fluorescence-labeled biomolecules are used), and 
bioseparation (filtration, centrifugation, or magnetic separation). 
The technology of diagnostic bioassays has been evolving toward a 
personalized medicinal therapy concept, denoted as theranostics. 
A novel approach for theranostics is the use of upconversion 
(sequential photon absorption) nanoparticles [284]. Upconversion 
nanoparticles (UCNP) are usually lanthanide-based cores, which can 
be encapsulated, for example, by using heterophase polymerization 
[285], improving its water dispersibility and biocompatibility. 

Molecularly imprinted polymer: Polymer material presenting 
stereospecific functionalized cavities left behind by the removal of a 
certain template molecule. Such cavity will then behave as a lock-and-
key system with the original molecule. 

Theranostics: Integration of bioimaging and specific targeted therapy, 
allowing a personalized detection and follow-up of the treatment. 

Polymer dispersions have also been used as delivery systems for 
a wide range of pharmaceutical products, including ibuprofen [286, 
287], rifampicin [288], lorazepam [289, 290], doxycycline [291], 
and also for cancer chemotherapy [292], just to mention a few. 
Polymer delivery mechanisms are particularly useful in the case of 
insoluble drugs [293], specific-organ delivery requirements [294], 
or controlled and sustained release [290, 295, 296]. 

Biocompatibility: Characteristic of a material that does not have 
toxic or injurious effects when used with biological systems. However, 
biocompatibility does not imply biodegradability, and vice versa. 

Polymers used in biomedical applications should be 
biocompatible, biodegradable, nontoxic, non-mutagenic, and non-
immunogenic [297] in order to avoid undesirable side effects in 
the human body. Before using them in biomedical applications, the 
polymers must first be approved by the competent authority. For 
example, Saade et al. [298] indicate that the copolymer poly(methyl 
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methacrylate-co-methacrylic acid) p(MMA-co-MAA) in a 2:1 molar 
ratio is a synthetic polymer approved by the FDA. Mansour et al. 
[299] report other FDA-approved synthetic polymeric inactive 
ingredients, including poly(lactic acid) (PLA), poly(lactic-co-glycolic 
acid) (PLGA), poly(ethylene glycol) (PEG), poly(vinyl acetate) (PVA), 
and poly(vinyl pyrrolidone) (PVP). 

Conducting polymers also have interesting biomedical 
applications. They can be used as intelligent electric field-responsive 
materials interacting with different types of biological tissues 
(muscles, nerves, etc.), and in tissue interfaces of biomedical devices 
for enhancing their electrical sensitivity and stability [300]. The 
challenge in this field is obtaining high-performance conductive 
polymers with excellent mechanical properties, processability, 
and most importantly biocompatibility [301]. Since conventional 
conjugated polymers have usually poor biocompatibility, 
incorporation of conducting nanoparticles (e.g., carbon nanotubes, 
graphene, metal oxides) to non-conducting biocompatible 
polymers seems a promising route. Semiconducting polymers may 
also contribute to the improvement of bioimaging and cellular 
labeling methods. This can be achieved by the synthesis of stable, 
functionalized, fluorescent polymer dots [302–304]. The emission 
wavelength of polymer dots strongly depends on the polymer 
composition but also on the particle size and shape, variables that 
can be controlled in heterophase polymerization by adjusting the 
process conditions [305]. 

Polymer dots: Nanoparticles (<100 nm in size) made of conjugated 
polymers exhibiting special properties such as high brightness, tunable 
excitation and emission wavelengths, and excellent photostability. 
They can be considered the polymer equivalents of quantum dots. 

Photoluminescence of polymer particles is an interesting 
property for applications beyond the biomedical field. Meng et 
al. [306], for example, prepared luminescent electrophoretic 
crosslinked polystyrene particles copolymerized with a fluorescent 
comonomer ((aminoethyl) methacrylate hydrochloride-fluorescein 
isothiocyanate, AEMH-FITC) via miniemulsion polymerization over 
pigment cores. The resulting material might be used for night-vision 
electrophoretic displays. The chemical structure of the fluorescent 
comonomer AEMH-FITC is presented in Fig. 4.10. 
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Figure 4.10 Fluorescent comonomer AEMH-FITC [306]. 

4.8 Future Perspectives in Heterophase 
Polymerization 

Heterophase polymerization, despite being a century-old field, is full 
of hidden surprises waiting to be found. The history of heterophase 
polymerization has shown that new developments particularly in 
polymer and colloid chemistry, but also in other scientific fields, 
have been adopted and incorporated for the production of novel 
polymeric particles, thus expanding the envelop of this fascinating 
polymerization technique. 

There are still many open research questions, many raw materials 
and combinations for exploring, many opportunities for continuous 
improvement (especially in industry), and many promising novel 
applications to be further developed. 

Novel and innovative types of surfactants will always be 
welcome, since they have a critical impact on end-use performance 
(particle size, polymer mass, surface properties, etc.). Reducing 
undesired migration and minimizing the environmental impact of 
these materials are clearly a priority. 

Similarly, greener (sustainable and inherently safe) monomers 
and polymers are needed. The current environmental impact of 
polymers is a result of misuse and should be quickly reduced, or 
even completely suppressed (e.g., microplastics in oceans). Green 
and sustainable chemistry and engineering for the design and 
improvement of products, processes, and applications is probably 
the best route for achieving this goal. Fine-tuning the lifetime of a 
polymer to its service life, while promoting polymer recycling, is also 
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important. Supramolecular chemistry is a promising technology for 
achieving it. 

Precise control of polymer chain length and architecture, of 
polymer particle size and morphology, and of polymer performance 
is the dreamland of industry. Many opportunities are waiting for 
innovative technology breakthroughs in this field. 

Further developments in biomedical and electronic applications 
of heterophase polymer dispersions are expected in the near future. 
Careful attention must be placed to every emerging technology 
field, as they will provide additional opportunities for heterophase 
polymerization. 

Finally, a better understanding of the mechanisms of heterophase 
polymerization will eventually allow building accurate and reliable 
full ab initio multiscale models. And if those models can be quickly 
solved, they could also contribute to better real-time industrial 
applications. Since the frontiers between the different types of 
heterophase polymerization techniques are becoming fuzzier, 
general (rather than specific) models of heterophase polymerization 
should be preferred. 
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